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Abstract 

 
Earth observation programmes run by space agencies provide datasets comprising, among others, 

multispectral and SAR imagery, enabling monitoring of the Earth´s surface and its resources on various 

scales (from global to national) and in different time spans. On the national level, aerial images and LiDAR 

point clouds are acquired annually or over e.g., a 2- to 5-year period to update topographic databases. 

In addition, selected areas are regularly monitored within environmental, geoscience and other research 

activities. In these cases, numerous in-situ datasets are also collected, including 3D time series using 

terrestrial and UAV-borne LiDAR or photogrammetry. Current open data policies have opened up new 

possibilities in both research and practice. They have been followed by tools suited for processing large 

datasets with minimal hardware and software requirements on the client side. Along with this and in 

accordance with the UN Sustainable Development Goal 4 (“Quality Education”), advanced, up-to-date, 

and quality learning materials must be made available so that both the young generation/future experts 

and current practitioners can fully benefit from these innovations. 

Processing time series of remote sensing (RS) data is challenging when considering various time and 

spatial scales, the combination of heterogeneous and multimodal data sources, reliability and quality of 

the results obtained by different processing methods. To provide high-quality learning materials that 

examine time series in RS from various perspectives, we decided to follow up on our previous collaboration 

within the 4EU+ Alliance. Joining the specific expertise and knowledge of each involved research group, 

we developed an e-learning course on Time Series Analysis in RS for Understanding Human-Environment 

Interactions (E-TRAINEE). There are four main modules in the course. The first one provides a general 

overview of methods for RS time series analysis, and the other three focus on specific processing steps 

connected to different types of data: 

 Module 1: Methods of Time Series Analysis in RS 
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 Module 2: Satellite Multispectral Images Time Series Analysis 

 Module 3: 3D/4D Geographic Point Cloud Time Series Analysis 

 Module 4: Airborne Imaging Spectroscopy Time Series Analysis 

Each module consists of several themes (see Figure 1) containing a theoretical part, a self-evaluation quiz, 

and exercises. Moreover, modules 2-4 include two or three case studies with a deeper look into selected 

research problems. In addition, there is Module 0 summarising basic knowledge in RS, statistics, and 

programming necessary to follow the course; links to available learning materials are provided. 

Datasets and methodologies presented in Modules 1-4 are connected to the past or ongoing research 

projects of the involved institutions, and are related to the applications of RS in environmental studies, 

specifically monitoring of vegetation (forest disturbances like drought, bark beetle attacks, or air pollution; 

changes of relict arctic-alpine tundra vegetation as a possible indicator of climate change) and 

monitoring of geomorphological features (e.g., landslides, mountain and continental glaciers, sandstone 

rocks, coastal environments). The practical exercises are based on open software tools such as QGIS, 

CloudCompare, EnMAP-Box, Google Earth Engine, or scripting in Python or R. The datasets used are either 

already open (e.g., Copernicus, Landsat programmes) or will be released under a Creative Commons 

license (LiDAR point clouds, UAV hyperspectral images, laboratory and in-situ spectroradiometer 

measurements). The whole course is being developed in a git repository allowing for easy and fluent 

collaborative work on each module, versioning, and sustainable maintenance of the course in the future. 

The course is developed and funded within the Erasmus+ Strategic partnership programme (2020-1-CZ01-

KA203-078308, 2020-2023). It is currently in the process of finalising the learning materials, fixing overlaps 

and gaps between the modules, and testing the course with groups of MSc and PhD students. The goal 

is to fully implement the course in the MSc curricula in geography/geoinformatics of the partner 

universities (Charles University, Heidelberg University, University of Innsbruck, and University of Warsaw) 

from the academic year 2023/24 onwards. The first release of the course will also be open to the public 

starting in August 2023 (for details, visit http://web.natur.cuni.cz/gis/etrainee/). The international 

collaboration allowed for the creation of rich, research-oriented course content. It enriched the 

knowledge and experience of all involved partners. The course materials will be continuously updated as 

all four institutions will actively use the course, and new releases will be made available for public use. 

Moreover, the course provides a base for online discussions and seminars across the universities that will 

increase the attractiveness and quality of education. 
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Figure 1. The course structure and content of the modules. All modules relate to methods of time series 

analysis. They are applied to different datasets and demonstrated on specific case studies. 
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Abstract 

  
The education of the general public regarding the advantages and capabilities of remote sensing is 

becoming increasingly crucial as awareness of the technology’s impact on everyday life remains low. As 

the quantity and quality of data collected from space increases, remote sensing has the potential to 

fundamentally alter our understanding of the planet. One approach to increase general knowledge of 

remote sensing principles is to incorporate it more regularly into the school curriculum. As an 

interdisciplinary field of both application and research, remote sensing is well-suited to serve as an 

educational tool that can facilitate examination of STEM-related subjects. 

Remote sensing is not only a powerful tool for scientific analysis on Earth, but also on the Moon. The 

overarching goal of this concept is to inspire students and teachers about the topic of space exploration 

and to reveal the Moon as a worthwhile research project with a focus on socially, ecologically, 

economically and culturally sustainable development on Earth. The Moon should be perceived not only 

as the “dead” neighbour of the living Earth, but also as an accessible and tangible field of natural science 

research and profession with high innovation potential within the Earth-Moon system.  

The purpose of this educational concept is to introduce teachers and students into the topic of 

the Moon and the Earth-Moon system with the help of remote sensing techniques in the school 

subjects of physics and geography. This will be achieved through the use of three instructional 

strategies. The guiding questions for these instructions are: 

 

1) What is the geological composition of Earth and Moon and what does it tell us about the origin 

of the Moon? 

2) Are the given environmental factors on the Moon conducive to human habitation when 

compared to those on Earth? 

3) How do gravitational forces affect the Earth and the Moon in the past, present and future? 

What is the significance of the Moon in relation to human life on Earth? 

 

The students shall be able to describe, comprehend and analyse the various lunar topics and their 

interconnection as derived from the guiding questions, through the use of scientific background 

information including remote sensing products related to the moon as well as the Earth-Moon system. 

A remote sensing tool to be employed in this instruction is the Web Map Service (WMS) Lunaserv, 
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which has been developed based on the Lunar Reconnaissance Orbiter Camera (LROC) of Arizona 

State University. Similar to the Earth, the Moon is constantly observed and analysed through various 

satellites in orbit. These data can be accessed through Lunaserv, are accurately geo-referenced and 

make the Moon more tangible as a celestial body. The Web Map Service can be operated 

through QGIS, providing teachers and students with an insight into utilization of satellite-based lunar 

observation data as well as additional scientific background information pertaining to lunar topics 

such as geology, topography, crustal thickness, gravity and more. 

 

In addition to Lunaserv, the implementation of lunar satellite data for an Augmented Reality application 

will also be presented. This will enable teachers and students to experience complex sets of data from 

lunar observation missions on their own devices, in accordance with the “Bring Your Own Device”- 

principle. Augmented Reality content can be flexibly incorporated into the curriculum as needed. 

A meta-study of the learning effects of Augmented Reality has shown, that the effectiveness of 

learning and the cognitive abilities of students can be improved through the usage of AR content. 

Additionally, teachers emphasise, that AR content brings much more motivation and readiness for 

learning from students than traditional learning methods. Because of that, the utilization of lunar 

Augmented Reality content is highly suitable for the given educational purposes, particularly when 

the link to Lunaserv products is given. 

 

The presentation will explain and emphasise the relevance of lunar topics with the help of satellite 

based moon observation for teachers, students and education in general. It will show the content 

that already has been carried out as well as the road ahead. 
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Figure 2. Global Crustal Thickness Map with the help of Lunaserv GRAIL Crustal Thickness 
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Abstract 

In support of the upcoming Fluorescence Explorer mission (FLEX), we present a cloud-computing 

processing chain for the spatiotemporally-continuous retrieval of four Essential Climate Variables (ECVs) 

at a global scale: (1) fraction of photosynthetically active radiation (FAPAR), (2) leaf area index (LAI) and 

two additional biochemical/biophysical variables; (3) fractional vegetation cover (FVC) and (4) leaf 

chlorophyll content (LCC).  

For each variable, we first simulated top-of-atmosphere (TOA) radiance data by coupling SCOPE-6SV 

radiative transfer models. Subsequently, the synthetic data set was used to train a Gaussian Processes 

Regression (GPR) model, therefore applying a hybrid retrieval strategy. These models were implemented 

using Sentinel-3 Ocean and Land Colour Instrument (OLCI) Level-1B data for the global mapping.  

We used the Whittaker smoother (WS) for temporal reconstruction, thus obtaining continuous data 

streams for the four traits. Cloud-free maps were inferred at 5 km spatial resolution at 10-day temporal 

composites for the year 2019. The consistency of the obtained product maps was evaluated by direct 

validation using interpolated in situ data from the VALERI network over European sites in seven different 

countries. Also, by per-pixel intra-annually correlating against corresponding Copernicus Global Land 

Service (CGLS) and MODIS vegetation products global Pearson correlation maps were produced. The 

most consistent global variable was LAI, which showed correlations with an average Pearson correlation 

coefficient (R) of 0.57 against the CGLS LAI product. Error metrics were also calculated locally against 

reference products over four radically distinct vegetated land covers, namely evergreen broadleaf, 

deciduous broadleaf, agricultural fields (consisting mainly of rice and wheat) and sparsely vegetated 

areas. Through the land cover analysis, the most consistently responding variable was FVC over deciduous 

broadleaf forests at the Monongahela National Park in Western USA, with an R of 0.98 also against the 

CGLS product. The land covers with pronounced phenology fluctuations led to high correlations between 

our (S3-TOA-GPR-1.0-WS) and reference products. In contrast, sparsely vegetated fields as well as areas 

near the Equator showing lower yearly seasonality presented lower R values.  

Despite a few limitations, we conclude that our retrieval chain for inferring global gap-free maps of the 

ECVs and other variables was consistent. Moreover, the direct validation of our models against VALERI 

estimates showed good retrieval performance. Thanks to Google Earth Engine (GEE), the entire OLCI L1B 
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catalogue can be processed easily into cloud-free ECV products on a global scale. Additionally, GEE 

facilitates the workflow to be operationally applicable and easily accessible to the broader community. 
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Abstract 

 
Vegetation productivity plays a vital role in the health of global ecosystems, and it is constantly affected 

by climate change and human activities. As such, monitoring vegetation productivity is crucial in 

assessing the overall well-being of our planet. A wide range of sensing platforms, from ground-based to 

airborne and satellite, provide us with valuable information on the status of terrestrial vegetation. Earth 

observation (EO) data is usually acquired at high frequencies, and this allows the derivation of vegetation 

metrics reflecting seasonal patterns, trends, and dynamics that are unequivocally related to vegetation 

productivity. In this paper, we systematically reviewed time series (TS) literature for assessing the state-of- 

the-art EO-based vegetation productivity monitoring approaches for different ecosystems based on 

optical data. Vegetation productivity is commonly defined in three measures: gross primary productivity 

(GPP), net primary productivity (NPP), and net ecosystem productivity (NEP). Our review identified several 

methods for inferring vegetation productivity, or GPP, from EO data. These include (i) TS of vegetation 

indices as direct indicators, (ii) trend analysis and anomaly detection, (iii) TS-derived metrics of land 

surface phenology, and finally, integration and assimilation of TS-derived metrics into (iv-a) simple (semi-) 

empirical models, and (iv-b) process-based dynamic vegetation models (DVM). In view of DVMs, three 

distinct strategies were proposed to integrate remotely sensed TS with process-based models, as depicted 

in Fig. 1. The first strategy, known as model forcing, involves forcing the process model to follow the 

trajectory of a state variable (e.g., leaf area index) obtained from remotely sensed imagery. In contrast, 

the second strategy, model recalibration, also referred to as `data assimilation,' utilizes remotely sensed 

state variables to readjust inputs to the DVM whenever new observations become available. The first two 

strategies rely on inverse modelling to obtain the remotely sensed state variables. The third strategy, 

coupled forward modelling, integrates a DVM with a radiative transfer model (RTM) to simulate 

mailto:katber@uv.es
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vegetation optical properties, which are then compared to remotely sensed data. The key benefit of this 

last approach is the avoidance of inverse modelling, which is typically not only ill-posed but also 

computationally intensive. We also identified that the validation of EO-data derived productivity can be 

categorized into three methods: (1) direct, using in situ measured data, such as crop yield, (2) sensor 

networks as the most common method, referring to a network of distinct sensors including spectra 

radiometers, flux towers, or phenocams, and (3) inter-comparison of different productivity products or 

models. In conclusion, we address current challenges in vegetation productivity monitoring and propose 

a conceptual framework that employs fully integrated process models and RTMs capable of simulating 

the full range of spectral measurements over time. This framework meets the requirements of a digital twin 

of multiple ecosystems, enabling a better understanding of vegetation dynamics and enhancing the 

accuracy of vegetation productivity monitoring. Overall, our review highlights the importance of 

monitoring vegetation productivity in assessing ecosystem health and the availability of various sensing 

platforms and methods to do so. It is crucial that we continue to develop and refine these methods to 

ensure that we can better understand the changing dynamics of our planet and mitigate any negative 

impacts of climate change and human activities. 

 

 

Figure 3.  The three strategies to combine remotely sensed time series with process-based dynamic 

vegetation models (DVM): (1) model forcing; (2) model recalibration, and (3) coupled forward modelling of DMV 

and radiative transfer models (RTM). 
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Abstract 

 
Grasslands play an important role in Europe’s/Word’s biodiversity and climate related services such 

as soil erosion prevention or carbon and water storage, while at the same time being a key source of 

feed for livestock. 

 
In Wallonia (Belgium), grasslands cover 367,200 ha and represent the dominant land cover class (47% 

of Utilized Agricultural Area (UAA), 43 % for permanent grasslands and 4% for temporary grasslands). 

In comparison, at EU level, permanent grasslands represent 34% of the UAA (5,497,800 ha). 

 
The proportion of grasslands in the different Walloon pedoclimatic regions is however quite variable, 

from 18.6% up to 94.3% of the UAA. Grassland yields are quite fluctuating according to different factors 

such as the pedoclimatic region, the floristic composition, the intensification level (e.g. rest period 

length, stocking density or fertilization level), the parcel (e.g. exposition or slope) as well 

as management (e.g. cutting height). 

 
The management of grasslands fields is therefore rather complex and a great challenge in a changing 

climate. In the case of grazed parcels, it requires farmers to regularly adjust their practices depending 

on the spatial and temporal distribution of available feed biomass. This information is usually estimated 

from time-consuming in-situ observations or measurements (with e.g. a rising plate meter). 

 
Remote sensing data could be used to help farmers to adapt their practices. Satellite-mounted optical 

sensors provide region-scale objective and spatial information on the status of vegetation and could 

easily be used to map within-field heterogeneity. However, the efficiency of the system can 

be hampered by cloud cover, and remotely-sensed data cannot be used to predict the status 

of vegetation.  On  the  other  hand,  process-based  dynamic  crop  models,  relying  on  sets  

of ecophysiological-related mathematical equations, can predict potential productivity of crops 

using weather forecasts, but due to their formalism, do not account for every factor that can affect 

plant growth. Moreover, crop models provide field-wise information, whereas in the case of 

grazing, paddock-wise information is required. 

 

Coupling remote sensing data with crop models[10.1016/j.jag.2006.05.003] can provide an accurate 

tool to both estimate and predict the growth of grasslands at field and paddock-scale. In this study the 

coupled use of two dynamic grassland models (Lingra and ModVege) and Copernicus Sentinel-2 

MSI satellite data has been evaluated to estimate and predict the dry matter yield of grassland field. 
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This study is designed as a benchmarking exercise to monitor grasslands productivity at European scale. 

Here, we focused on Wallonia (Belgium), where grasslands represent the dominant land cover class,). 

Field data were collected over 32 fields from 2019 to 2022 located in three different pedoclimatic 

regions (fig.1): fifteen (G1-G15) in the Loamy region, eleven (L1-L11) in the Ardenne region and six (M1- 

M6) in the Jurassic region. Areas of fields are between 0.3ha (M6) and 2.4 ha (G5). The field 

measurements have been carried out between 2019 and 2022 from march-april to october-november 

and consists of : geolocalized compressed sward height on a weekly basis measured using electronic 

rising plates meter, fresh and dried biomass monthly. 

 

 
 

 

Figure 4.  Map of the locations of the monitored fields (yellow dots) and corresponding weather stations 

(red triangles), namely Sombreffe (Gembloux), Libramont (Libramont) and Ruette (Mussy). The different pedoclimatic 

regions from Wallonia and Sentinel 2 orbites are presented. 

 

The models used in this study to estimate the grass growth of monitored fields are Lingra [10.1016/S1161- 

0301(98)00027-6] and ModVege [10.3390/agronomy12102468]. These models are dynamic and 

process- based, and simulate on a daily time step the growth of a homogeneous field of grass based 

on soil and plant traits, farming practices and weather data. 

Bottom of atmosphere (Level 2A) optical remote sensing data were obtained from the Copernicus 

Sentinel-2 constellation, which provide open-access 10 meter resolution multispectral images with 

a high revisit frequency (approximately 2.5 days for Belgium). The number of cloud free images 

available over monitored fields is between 42 and 50 per year (32-44 covering the period march-

october). The Leaf Area Index (LAI) values per field were calculated for all cloud free available S2 

images. 

A recalibration coupling approach was used to minimize the differences between satellite-derived crop 

information and its model-simulated counterpart through a cost function. The performances of each 

model will be assessed before and after recalibration, using randomly sampled test and validation 

subsets. 

 

 Perspectives 

 

Limitations of the proposed approach has been identified, and strategies to move toward 

an operational system will be discussed. A particular attention has been paid to the detection of 

mowing events, which is a bottleneck for accurate simulation of grassland growth dynamics. 

Conclusions drawn from this test site will be analysed with a view to extend the method to EU scale. 
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Abstract 

 
With a forest area of 11.4 million hectares (around 32 percent of the area of the country), Germany is one 

of the most densely forested countries in Europe. Forests make an invaluable contribution to Germany: 

economically, ecologically and in climate protection. The annual carbon sequestration effect of these 

forests and long-lived wood products amounts to around 62 million tonnes of CO2. This means that forests 

in Germany compensate for about 7% of the German annual CO2 emissions. However, climate change 

is putting a strain on the forests and is manifesting itself in Germany by persistent drought and extreme 

weather conditions. 

Since 2018 droughts in combination with drought induced insect calamities in Germany and in several 

other European countries lead to severe forest damages and a loss of timber volume. Forest agencies in 

Germany requested a continuous monitoring of forest damages. Moreover the timber industry asked for 

a calculation of the remaining timber volume. Therefore AI-based remote sensing methods have been 

developed to monitor the intensity of damages and to quantify the reaming timber volume. Copernicus 

Sentinel-2 and Planet dove data were combined with reference data from forest agencies using neural 

networks. However for certain classes reference data was unavailable and had to be collected by field 

campaigns. To reduce efforts, the collection of in-situ data was supported by GeoIT-application including 

a real time monitoring of data collection of the field teams, which was developed originally for the LUCAS 

field campaings by EFTAS. 

The methods have been applied with different monitoring frequencies to several German states including 

North Rhine-Westphalia. According to the major impact of droughts and insect damages special focus 

was given to damage monitoring of spruce forests whereas timber volume was calculated for the major 

tree species used in the timber industry. The results for NRW are published on the webportal 

“Waldinfo.NRW” of the Ministry of Agriculture and Consumer Protection of the Federal State of North 

Rhine-Westphalia (see figure).  

Developments supported by the ForstCARe-project will contribute to future forest damage monitoring 

campaigns. 
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Figure 5.  Forest information system of the Ministry of Agriculture and Consumer Protection of the Federal 

State of North Rhine-Westphalia, based on remote sensing data (Source: EFTAS, data basis Copernicus and Planet 

Labs)  
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Abstract 

 
Climate conditions influence the structure and function of forest ecosystems, leaving an impact on forest 

health. By impairing photosynthesis and directly triggering mortality through hydraulic failure, drought has 

been regarded as a destructive factor in forest disturbances. Severe droughts since 2018 hit large parts 

of central Europe, which has led to premature leaf senescence in European beech (Fagus sylvatica L.), 

the most important and widespread broadleaved tree in Europe. This tree species is known for its sensitivity 

to drought and its distribution could be thus threatened by continuous heat waves. However, the 

relationships between hydrologic drought stress as well as other geo-ecological factors (such as tree age, 

location, climate conditions) and vitality loss of European beech (Fagus sylvatica L.) are not yet fully 

understood, especially with a perspective of remote sensing. Many studies are traditionally implemented 

during field surveys which are laborious and limited in time and scales. When the frequency of severe 

droughts becomes higher, more European beech (Fagus sylvatica L.) forests would be affected and 

obtaining timely information of beech health conditions at large scales becomes increasingly necessary. 

Remotely sensed data could compensate for the limitation, which would make it possible to identify the 

locations of damaged beech trees and conduct large-scale monitoring. The vegetation indices (VIs) of 

Sentinel-2 could capture valuable information of chlorophyll and cell structure of leaves and provide 

temporally and spatially continuous data on forest conditions. Therefore, we utilised VIs such as the 

Disease Water Stress Index (DWSI), Plant Senescence Reflectance Index (PSRI), Normalised Difference 

Vegetation Index (NDVI) and Normalised Difference Red-Edge (NDRE) derived from Sentinel-2 time series 

for analysing their temporal changes over the drought years from 2016 to 2022 in Lower Saxony, federal 

state of Germany. We adopted the yearly field observed data of the National Forest Condition Survey, 

which is part of the National Forest Inventory (NFI). We further revealed the correlations of vitality loss to 

the used VIs and other factors by using the Random Forest Regression (RFR), where the soil moisture, 

Diameter at Breast Height (DBH), exposure, precipitation, temperature, height above mean sea level and 

VIs were used for predicting the percentage of beech leaf loss. Because leaf loss is believed to be directly 

related to impairment of physiological conditions of beech trees. In our study, 70% of the samples were 

used for training and 30% were used for validation. The preliminary results showed that the RFR model 

produced rather accurate percentages of leaf loss, when compared to the measured leaf loss from the 

NFI. In terms of the importance in our modelling, the NDRE and DWSI contributed more than the other VIs. 

However, other geo factors such as precipitation and DBH showed rather higher importance than VIs. 

Our study still demonstrated the possibility of Sentinel-2 time series in predicting vitality loss of beech stands, 

and hence highlighted the perspective of using remotely sensed data and additional geo factors to gain 

a better understanding of the response of Fagus Sylvatica to drought stress. Thus, our findings will improve 

climate adapted forest management of European beech (Fagus sylvatica L.) stands. 
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Figure 6. Selected variance importance of VIs for RFR in our study  
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Abstract 

 

Forest fires are a keystone ecosystem process in the evolution and maintenance of the Mediterranean 

biome. However, the expected increase in fire activity under future climate projections poses a growing 

ecological and socio-economic threat to the Euro-Mediterranean region. The dynamic mapping of fuel 

types and models assumes relevance to wildland fire risk prevention and management across multiple 

spatial and temporal scales due to the tight dependence of fire ignition, spread, and growth on 

vegetation characteristics. Thematic maps of fuel types and models already exist at a global and 

continental scale, but the spatiotemporal variability of fuel characteristics in the Euro-Mediterranean 

region highlight the need for further improvements in the identification of techniques and methodologies 

based on the integration of field observations with remotely sensed data that allow for a periodic update 

of high resolution thematic maps. 

This research proposes a methodology for generating a fuel type map for a pilot site located in 

Sardinia, Italy, compliant with the first level scheme of the hierarchical classification system recently 

proposed within the context of the EU project FirEUrisk; the classification system has been chosen for its 

adaptability to different scales of investigation and to different geographical contexts in the Euro-

Mediterranean regions. 

The adopted methodology applies supervised learning algorithms for the fuel type classification from 

time series of multispectral images of the Sentinel-2 (S2) missions of the Copernicus program. The 

classification methodology is applied to S2 time series of spectral indices for the period 2020-2021 after 

preliminary cloud cover masking and compositing. Remotely sensed information is integrated with 

auxiliary information derived from institutional datasets available on a continental scale, such as the 

CORINE Land Cover system, and on a local scale, such as the digital elevation model and the mosaic of 

high resolution orthophotos for the year 2018. Due to the lack of field data uniformly distributed in the pilot 

site, an ad hoc dataset is generated by photointerpretation for the supervised classification model 

training and testing. To this aim, a web application is designed and developed to support a consistent 

data collection within 1 ha regions of interest (ROIs). The application allows the labelling of each 10x10 

meter S2 pixel within each ROI selected with a stratified random sampling strategy. A gradient boosting 

ensemble model is trained for a pixel-level classification that integrates spectral metrics, textural metrics, 

and other geo-environmental descriptive metrics. Finally, the classifier is applied to derive a 10 m 

resolution thematic fuel type map for the pilot site in Sardinia (Figure 1). Preliminary results show an overall 
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accuracy greater than 0.9 and calculated as the number of pixels correctly classified by the model out 

of the total number of pixels included in the different cross-validation datasets. The classification 

specificity  is greater than 0.7 for most of the fuel type classes. 

Future activities will be focused on a robust validation of the thematic fuel type map by selecting 

suitable sites based on the possibility of carrying out ad hoc field surveys. If the preliminary results are 

confirmed, the methodology could be extended to other pilot sites in the Euro-Mediterranean basin and 

the obtained thematic fuel type map could be processed to obtain a fuel model map to be used for fire 

management purposes, such as the simulation of fire spread and growth using simulators based on the 

Rothermel mathematical model. 

 

Figure 1  Fuel type map for the pilot site in Sardinia, Italy. 
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Abstract 
 
Fires have numerous and complex effects on geological, hydrological, ecological, and economic 

systems. In many areas of the world, the frequency and intensity of wildfire have increased in recent 

years and are projected to escalate with predicted climatic and land use changes. 

Lakes provide crucial ecosystem services for human society and they are sentinels, integrators and 

regulators of climate. Climate change is generating complex responses in aquatic ecosystems that vary 

according to their geographic distribution, magnitude, and timing across the global landscape 

(Williamson et al., 2009). Fires play a crucial role in the process of global climate change, by reducing 

forest cover and emitting greenhouse gases. In landscapes exposed to fires, water quality of streams, 

rivers and lakes can significantly be affected due to both transport process through the atmosphere 

and the hydrological network. Worldwide boreal regions represent a sensitive biome where wildfires are 

the major source of climate-driven impacts. 

In this context, satellites in the past five decades have continuously observed the Earth surface to 

provide data for monitoring the state of the natural environment. The European Space Agency (ESA) 

has undertaken the Climate Change Initiative (CCI) programme to support monitoring activities and 

policies with long-term global products mainly derived from Earth Observation data and programs. 

In this work, we rely on ESA CCI global products depicting fire occurrence and lake water quality to 

investigate the relationship between fires and water quality in the boreal regions of Lake Baikal (Siberia). 

We mainly focused on hydrological processes of sediments transport and deposition. Lake Baikal, the 

deepest and largest lake (by volume) on Earth, currently in oligotrophic state, is recognized as one of 

the most vulnerable areas in Russia where deforestation rapidly increased in the last decade and fires 

contributed to the degradation of both terrestrial and aquatic ecosystems. 

We exploited time series of Burned Area (BA) and Chlorophyll-a (Chl-a) and Turbidity extracted from 

CCI global products for the period 2003-2020 to investigate the potential relationship between wildfires 

and meteo-climatic data through hydrological processes. Lake water parameters were extracted from 

the CCI datasets for the ice free summer months and averaged over Regions Of Interest (ROIs) in 

correspondence of the inflow of the three major tributaries of Lake Baikal (Angara, Barguzin and 

Selenga); the FireCCI51 BA dataset was aggregated over the catchments of the three tributaries (total 

burned area). All values were also aggregated to weekly average and total values for the lake and fire 

parameters, respectively. 

We analysed time series of weekly values to highlight anomalies in Chl-a and turbidity (Z-score) 

corresponding or being related to extreme fire conditions and eventually attributable to significant 

rainfall events. Since the Chl-a and turbidity products have a time gap of four years (2012-2015), the 

analyses were presented separately for the two time periods 2003-2011 (p1) and 2016-2020 (p2). 
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We also investigated the correlation between input variables with a NonParametric Multiplicative 
Regression (NPMR) (McCune, 2006a) to estimate the response of the Chl-a and Turbidity to the variables 
fire and rainfall. Results for all the regression models, in three catchments by two time periods (p1, p2), 
showed that temporal variability (seasonal and annual) was the main predictor of Chl-a and Turbidity 
concentrations. Additional parameters included in the models were found significant at different levels 
depending on the considered catchment. In the Angara catchment (the northernmost one), 
cumulative burned area and rainfall amount resulted important factors especially during p2. In the 
southern Selenga sub-basin, fires and southerly winds (v wind component) were found significant factors 
for both chlorophyll-a and turbidity concentrations. Finally, for the Barguzin catchment, fires and easterly 
winds were the most significant factors affecting Chl-a and turbidity, pointing out a potential effect of 
burned material from fires occurring in the eastern regions of the lake and being transported directly by 
winds to the recipient lake. In general, the observed response of lake water quality (Chl-a and turbidity) 
to fires was found to be weak and to vary for the three catchments. 
 
 
 

 

 

Figure 1.   Boxplots of daily Chlorophyll-a (Chl-a; mg m-3) values showing monthly statistics (median, quartiles, 

range and outliers) split for the two periods: 2003-2011 (p1) and 2016-2020 (p2) for the three catchments. 
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Abstract 

 
Hydropower is widely recognized as a renewable source of energy that is efficiently being 

implemented and included in all climate change mitigation scenarios and the reduction of fossil fuels 

dependency. The flexible way of production gives an advantage over other renewable energy sources 

that suffer from the variability as it can be a clean efficient source of energy in addition to balancing 

other renewable energy sources. Hydropower is currently involved in all climate mitigation scenarios and 

a backbone for the green transition in European Union energy policies. 

However, a lot of controversy is associated with hydropower construction and operation due to the 

environmental and social issues to the surrounding ecosystem during the construction and operation 

phases. Such issues can vary from the impact on the riverine ecosystem to and alteration of the river 

morphology or the social pressure it can cause mainly due to large projects that can cause resettlement 

problems and increase the pressure on the land by increasing the access to isolated lands or raise the 

level of competitiveness due to this resettlement problems. 

A major environmental concern is the GHG emissions from the reservoirs as reservoirs can act as a 

source of methane depending on the size, location, and the age of reservoir. Yet, such accusations have 

been criticized due to overestimating and ignoring the status of GHG emissions prior to the reservoir 

development. Additionally, recent studies show that reservoirs can also work as carbon sinks and have 

positive effects sequestering carbon and burying it within the sediment inside the reservoir. Such studies 

created a debate on how to correctly associate and monitor the net GHGs emissions that can occur due 

to reservoir and hydropower development 

The uncertainty and limitation gaps in understanding the net emissions of GHGs and reservoir 

characteristics motivate us further to investigate this relation. In Norway where it contains more than 50% 

of the total European reservoir capacity. Hydropower development has been going on since the 50ties 

onwards. Such a period can help us model the net GHGs emission by these reservoirs throughout their 

lifetime and when they can reach neutrality. 

By understanding the land composition that existed prior to the hydropower development and 

comparing it to the post-impoundment state we can associate the change in the carbon cycle in the 

catchment area that contains the reservoir and using the available remote sensing data can help us 

reach this goal. 
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The goal of this work is to monitor the alteration in the carbon cycle due to reservoir development and 

associate it with reservoir characteristics. We classified historical aerial images with monochromatic bands 

to identify the land systems prior to the development of 40 hydropower systems in Norway counting 105 

reservoirs with different construction types and compared them with the recent images representing the 

same land. 

We identified the change in the land mainly in a level land classification system. We also identified the 

inundated land due to this development. We found that 63% of the total reservoir areas were already 

existing water bodies while 9% of the vegetation land was used for this development. We also found that 

84% of the reservoirs were built on existing lakes or lakes that were expanded due to hydropower 

developments. 

Afterward, we compared different carbon budgeting tools that associate the change in the land with 

different carbon emission factors to identify the change in the carbon cycle. Results show the variability 

based on reservoir size and construction type which supports the huge variability of hydropower 

development. 

The results of this work contribute to the fairly limited picture of how the interaction between the land 

and the development of Norwegian hydropower in this era and contributes to monitoring the associated 

net GHGs by reservoir development. It also shows the contrast between the widespread perception that 

huge land is lost to inundation due to the construction of dams. 
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Abstract 

 
Low costs, simplicity, and adaptability to local conditions have led to the construction of thousands of 

small dams across the African continent. Despite their relatively short lifespans, they can support 

smallholder agriculture and farmer-led irrigation development. In Nyeri county, Kenya, as in other parts of 

East Africa, several small reservoirs are located in wetlands where they are used for irrigation, fishing, and 

aquaculture, and thus contribute to livelihoods and food security. They are owned by the user 

communities and managed under local Water Resource Users Associations (WRUA). Wetland use plays a 

significant role in water quality in small reservoirs. Likewise, water quality critically impacts the status and 

functioning of wetlands. Yet, small reservoirs are insufficiently understood and their impact on water 

resources and wetland ecology is poorly documented, in particular in lower latitudes. 

Water quality monitoring networks often neglect small dams due to the time and cost in relation to limited 

and localized impact. Traditional monitoring methods require physical access and do not produce 

spatially continuous data. Remote sensing technology is a cost-efficient alternative for spatially and 

temporally continuous water quality monitoring. Satellite observations can be matched with ground 

reference to derive different water quality parameters. Turbidity measures water clarity and refers to 

suspension load. It can indicate water pollution and soil erosion, allowing for inferences about land 

management. The launch of satellites providing high spatial resolution imagery, such as Sentinel-2, has 

stimulated a growing body of studies of small water bodies. Yet, model calibration and validation require 

in-situ information, which is a bottleneck. Low-cost sensors may serve as a possibility for water parameter 

retrieval where measuring networks are sparse. The aim of this study is therefore to increase knowledge 

of small tropical reservoirs and to address the challenge of water quality monitoring using Sentinel-2 

optical imagery and in-situ data from low-cost turbidity sensors. 

We collected data during the transition from the short rains to the dry season in January 2023. We sampled 

water in ten small reservoirs between 0.5 and 5 ha simultaneously with five Sentinel-2 overpasses. Turbidity 

was measured with a Lovibond TB 211 IR turbidimeter in Nephelometric Turbidity Units (NTU), and by 

immersing two low-cost sensor setups into the water for a minute, resulting in about 30 measurements. The 

setups consisted of three off-the-shelf turbidity sensors, the SEN-0189 for Setup A and the TSW-10 for Setup 

B, connected to an Arduino Nano microcontroller where passing infrared light was recorded in voltage. 

Turbidity, pH, and temperature were measured at the inflow, in the center location, and at the outflow 

as shown in Figure 1a). In addition, we recorded bathymetry using a Garmin GPS-enabled sonar. 

mailto:stefanie.steinbach@rub.de
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The performance of the low-cost sensors was assessed by comparing value range and variance per setup 

and across setups. The accuracy was verified against the measurements conducted with the 

turbidimeter. Different spectral indices were calculated to set up the remote sensing-based turbidity 

model, and value matching with the turbidity measurements in the center locations was performed. 

Feature selection served to reduce the dataset to relevant variables. Models were set up and tested with 

turbidity and low-cost setup measurements. 

The results reflect different functions that the water bodies have in the landscape, attributable to how 

they are built and how water and land resources are used. Turbidity ranged from 5.2 to 145 NTU across 

reservoirs, with a median of 13.3 NTU. The maximum reported depths were all significantly larger than the 

recorded ones. None of the reservoirs exceeded 4 m. This points to a problem with siltation entailing the 

risk of eventually drying up. The performance assessment of the low-cost turbidity sensor setups showed 

acceptable results for Setup A (cf. Figure 1b)) and a significantly higher variance for Setup B with one 

sensor failing altogether. Consequently, only data from the turbidimeter and Setup A were used for the 

turbidity model, where shorter wavelengths were of higher importance. 

We conclude that a combination of low-cost turbidity sensors and remote sensing observations can serve 

as a resource-efficient option for small reservoir monitoring. Yet, low-cost sensor capabilities, failure, 

degradation, and high variance must be considered. It is recommended to average across sensors to 

improve the result, despite the higher total cost. The approach is not adapted to test for water safety and 

there is considerable noise in the lower value spectrum. However, the turbidity parameter can serve as a 

surrogate indicator for monitoring and could provide insights into wetland-water quality interactions. The 

approach can also serve to engage the user communities in water quality monitoring. 

 

 

 

Figure 7.  (a) Sentinel-2 false-color image (NIR-R-G) of Njeng’u Dam with sampling locations at the A-inflow, 

B-center, and C-outflow and (b) comparison of turbidity measured with low-cost sensor Setup A and a commercial 

turbidimeter for all reservoirs and locations. 
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Abstract 

 

The current research focuses on mapping investigated ground surface deformation's spatial and 

temporal patterns in the Rovinari areas from Jiu Valley, a region with intense mining activities that have 

been affecting the local topography for decades, by means of Persistent Scatterer Interferometry (PSI). 

PSI, a powerful tool for monitoring ground surface deformation in urban and rural areas, is a remote 

sensing technique that utilizes synthetic aperture radar (SAR) data to measure changes in the ground 

surface over short and long periods. The PSI technique relies on the coherent scattering of radar signals 

by persistent scatterers (PS), which are usually man-made features rather than natural ones that have 

stable and coherent radar reflectivity over time. The PSI algorithm calculates the phase difference 

between pairs of SAR images and converts it into ground deformation data. 

For Rovinari analysis was used a dataset consisting of 355 ASC and 281 DSC Synthetic Aperture 

Radar (SAR) images, free of charge, acquired by the European Copernicus Sentinel-1 A/B satellites 

between 2016 and 2022. The SAR images were processed using a powerful and advanced workflow 

developed by SARscape to generate deformation data which was later imported into ArcGIS Pro 

for further analysis and cartographic representation. 

The results of the PSI analysis revealed significant ground surface deformation in the Rovinari area. 

The deformation rates ranged from about -9.19 mm/yr to 19.50mm/yr. The deformation patterns showed 

a clear correlation with the mining activities, with the most significant deformation rates occurring in the 

areas with active and abandoned mines. The time-series analysis of the PSI results revealed that 

the deformation rates were not constant over time. Instead, they varied, and some areas exhibited 

periodic patterns of deformation. 

The PSI study conducted in the Rovinari area provided valuable insights into ground surface 

deformation's spatial and temporal patterns in a region with intense known mining activities. The analysis 

showed that the PSI technique is a powerful tool for monitoring ground surface deformation and 

identifying the most affected areas. The results of the current study can be used by local authorities 

and mining companies to assess the impact of mining activities and to develop mitigation strategies to 

reduce ground surface deformation. 
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Figure 1.  Plotted ground deformatin for the whole scene 
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Abstract 
 
Understanding ecosystems response to climate condition change is fundamental for developing 

methods for wide range monitoring and mapping climate change effects on desert fringe ecosystems. 

Spectral vegetation indices were found in numerous earlier studies to represent water content in the 

terrain boundary zone. However, plants and soil moisture across desert fringes highly vary at different 

temporal and spatial scales due to the heterogeneity of plants, soil and rock compositions in response 

to changes in  rainfall, evapotranspiration, lithology and disturbance regimes.  Here we utilized 

regression between spectral vegetation indices and climatic parameters at pixel level of summer and 

winter Sentinel II images (25) between 2016 and 2018 representing years of high, low and average 

rainfall. Slope and intercept coefficients of the per pixel regression were classified utilizing ISODATA 

unsupervised tool for exploring temporal and spatial patterns of Vegetation Indices versus climatic 

parameters  for a transition between Mediterranean (450mm/year) and arid ecosystems (<200 

mm/year)  in  the  south-eastern  Mediterranean  basin.  Natural  ecosystems  vary  from  dense 

Mediterranean shrublands with Quercus calliprinos, Pistacia lentiscus, Ceratonia siliqua, and Rhamnus 

palaestinus as dominant species, to open shrublands with the same species mixed with dwarf shrubs 

(primarily Sarcopoterium spinosum) and winter herbaceous growth, to desert fringe Batha (steppe 

shrublands) dominated by Sarcopoterium spinosum and Thymelaea hirsuta and arid ecosystems 

characterized by moderate and low cover of Sarcopoterium spinosum with Phlomis brachyodon, 

Echinops polyceras, Artemisia sieberi, Thymelaea hirsute, and Noaea mucronate. Soils vary from brown 

Rendzina (developed on calcareous rocks) and desert lithosols. 

Mapping monthly rainfall and Potential evapotranspiration (PET) for 2016, 2017 and 2018 allowed 

systematic assessment of accumulated rainfall and PET for between 1 and 6 month and their 

corresponding relationships with 16 vegetation indices representing VIS, NIR and SWIR spectral bands. 

The regression models were implemented for the 2 month accumulation spans with 4 climatic 

parameters: Rainfall, PET, Aridity Index and Water Deficit. Experimenting with different number of clusters 

(classification categories) allowed us to assess expressions to vegetation, soil and rock patterns. Patterns 

formed by the ISODATA were assessed visually in comparison to RGB orthophotographs of the region 

prepared and published annually by the Survey of Israel (SOI). 

Figure 1 presents the regression slope and intercept information and the ISODAT map obtained for NDVI 

coefficients. The gray shades of slope and intercept show different gradients of change between high 

vegetation cover with light gray and eroded/bare surfaces with dark gray shades. The clusters’ color 

map defined by the ISODATA provide expression for the degraded areas represented by contiguous 

green patches with sharp boundary (desert border?!) with adjacent semi-arid surfaces represented 

by purple extensions. Redish colors are associated with areas of high vegetation cover: shrubs and 

planted forests. Combinations of regression slope and intercepts which show sensitivity to spatial 

variations of vegetation, soil and rock patterns indicate their potential sensitivity to future impacts of 

climate change. 
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Figure 1.   Gray shades of the regression slope coefficients (left); of the intercepts (centre) and the ISODATA 

clusters (right). 
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Abstract 

 
Airborne and RPAS laser scanning and photogrammetry are well established techniques for forest 

mapping and monitoring. Nevertheless, they face challenges in complex, rugged terrain consisting of 

e.g., steep valleys or rock formations. Due to occlusion and canopy cover, LiDAR pulses do not reach the 

bare earth with sufficient density to reliably model the terrain and canopy height. Mobile, handheld 

terrestrial laser scanners can help to overcome this problem, though, from a practical point of view, they 

are best suited for smaller areas. 

Our study is focused on the comparison and fusion of point clouds acquired with RPAS LiDAR, 

photogrammetry, and a handheld laser scanner. The collected dataset is quite unique in that it covers a 

relatively deep and narrow valley in a sandstone area that was originally forested but has now been 

significantly altered due to a recent forest fire. The main objective is to evaluate the suitability of each 

method for forest and terrain mapping in this specific area with respect to point cloud quality. In 

particular, the goals are to 1) assess absolute spatial accuracy of the point clouds based on check points, 

2) evaluate relative accuracy/alignment between the point clouds, 3) test existing methods (ICP, local 

plains) for point cloud fusion to achieve the best possible dataset for terrain and forest modelling.  

The area of interest, the Deep Valley (Hluboký důl, 50.8775N, 14.3355E), is located in the Bohemian 

Switzerland National Park, Czechia. The scanned area captured with all three technologies covers 

approximately 0,1 km2 and ranges from 290 to 380 m.a.s.l. It comprises steep slopes with numerous 

sandstone outcrops. The dominating Norway spruce forest was destroyed or considerably damaged 

during the fire that affected a large area of the National Park between July 22nd and August 12th, 2022. 

At the time of scanning, there were several standing burned spruce trunks/stumps and logs on the ground. 

Edges of the valley were surrounded by still surviving or not damaged patches of both deciduous (beech, 

birch) and coniferous (spruce, pine) forest.  

The RPAS data acquisition was carried out on October 13th, 2022, i.e., at the end of the vegetation season 

but still during the leaf-on period. The LiDAR point cloud was acquired with a Riegl miniVUX-1 UAV laser 

scanner equipped with the APX-15 UAV GNSS/IMU and mounted on a hexacopter, the DJI M600. The 

PosPac and RiPROCESS software packages were used for trajectory postprocessing and computing the 

point cloud, respectively. The RGB images were collected with a DJI Phantom Pro+. The point cloud was 

created using Structure from Motion (SfM)/Multiview stereo in the Agisoft Metashape software package. 

Due to remaining trees, narrowness, and steepness of the valley, both flights could not be performed at 

a constant height above the terrain, which caused uneven point density/pixel size. A GeoSLAM Zeb 

Horizon mobile scanner was used to collect the third point cloud on November 30th, 2022. The range of 

the scanner was 100 m. 360° panoramic 4K images were captured with a panoramic camera Zeb Vision 

to colour the point cloud. In addition to that, 11 ground control points (GCP) and 10 check points (CP) 
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were signalised on stones and stumps and measured with a GNSS/RTK receiver on October 6th, 2022, to 

evaluate the absolute positional accuracy of each of the acquired point clouds. Due to limited sky 

openings in some parts of the valley, the accuracy of the RTK measurements varied between 0.02 m and 

0.10 m. 

The comparison with CP revealed RMSEXY of 0.05 m and 0.02 m and RMSEZ of 0.09 m and 0.05 m for the 

SfM and GeoSLAM point clouds, respectively. The CP on the LiDAR point cloud could be evaluated only 

with respect to height with a resulting RMSEZ of 0.07 m. The LiDAR point cloud was collected with the lowest 

point density of 166 points/m2, while the SfM and GeoSLAM point clouds achieved densities of 2287 (587) 

and 3744 (1752) points/m2, respectively (in the parenthesis, there is the density after point cloud 

filtering/thinning). Relative comparison between the point clouds was carried out in the Cloud Compare 

software package. The computation of cloud-to-cloud distance on well-defined surfaces (after excluding 

trees) showed a very good alignment between the point clouds with mean distance of 0.10 m and 0.08 

m and standard deviation of 0.09 m and 0.10 m between the LiDAR and SfM and GeoSLAM and SfM point 

clouds, respectively, and a mean distance of 0.10 m and standard deviation of 0.09 m between the LiDAR 

and GeoSLAM point clouds (see also histograms in Figure 1). Further tests with point cloud fusion methods 

will be evaluated, nevertheless, considerable improvement in point cloud alignment is not expected. 

Visual inspection of individual point clouds and their superimposition revealed that the GeoSLAM’s added 

value was in better capturing burned tree trunks, tree crowns, and steep, nearly vertical slopes, and 

sandstone outcrops occluded in both SfM and LiDAR point clouds. It also aided in the identification of 

logs. In comparison to SfM, the LiDAR point cloud better describe the structure of tree canopy (where 

applicable). In comparison to GeoSLAM, very few LiDAR echoes corresponded to standing burned trunks 

and burned logs with low reflectivity, due to the longer measurement range and lower pulse repetition 

frequency. 

(a) 

 

(b) 

   

 

 

Figure 8.  (a) a profile of captured point clouds: from left to right GeoSLAM, LiDAR, SfM and (b) histograms of 

cloud-to-cloud absolute distances   
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Abstract 

 
Agriculture is the biggest global consumer of water, with irrigated areas constituting 40% of the 

total area used for agricultural production. The rate of increase in irrigated areas was approximately 2.6% 

per year, going from 95 million hectares (Mha) in the 1940s to 280 Mha in the early 1990s. FAO estimates 

that 80% of food needs in 2025 will be covered by irrigated agriculture and more than 324 million 

hectares are equipped for irrigation in the world. In Brazil, irrigated agriculture is responsible for 46% of 

withdrawals from water bodies and for 67% of consumption in relation to the total volume of water 

collected, representing the highest consumptive use in the country. Center pivot irrigation systems 

account for more than 50% of the expansion of the irrigated area in the last 20 years. Understanding 

how different crops use water over time is essential for planning and managing water allocation, water 

rights, and agricultural production. Analysing the dynamic of water use in agriculture requires 

information on the crop types that are planted in irrigated areas. Phenological metrics extracted from 

dense time series of medium-resolution satellite images have been successfully used to classify crop 

types since they capture variations in the agricultural calendar (Bendini et al., 2019). In addition, 

phenometrics allow the inference about the emergence and harvesting periods, as well as the 

duration of the crop cycle, which is essential for understanding the periods of high water demand. 

We proposed a methodology for monitoring agricultural dynamics in center pivots in Brazil, based 

on the use of Sentinel-2 EVI (Enhanced Vegetation Index) time series obtained from Google Earth 

Engine (Figure 1), and the methods developed by Bendini et al. (2019). An objective protocol was 

defined for visual inspection of the Sentinel-2 EVI time series for labelling the training samples. The 

considered crop type classes were Double cropping (summer crops and a second crop with a short 

cycle, usually maize) (DC), Double and long crops (summer crops and a second crop with a longer 

cycle, usually cotton) (DLC), Winter crops (summer crops and a second crop cultivated during the 

winter) (WC), Perennial crops (mostly coffee plantations) (P), Semi-perennial crops (usually sugarcane) 

(SP), Single crops (only one crop season during the year) (SC), and Triple cropping (more than two 

crop cycles during the crop year) (TC). A user-friendly web application named Earth Surface Point 

Inspection Application (ESPIA), hosted at https://espia.snirh.gov.br, was developed to carry out the 

inspection of points by trained interpreters. The ESPIA application was organized into four main 

components: Visual Interface, Server, Data Layer, and External APIs. Its architecture is in line with current 

mailto:hugo.bendini@inpe.br
https://espia.snirh.gov.br/
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trends in software development based on web services and the  Open Geospatial  Consortium 

(OGC)  standards,  so the implementation  of communication between client and server, via 

REST requests, allows greater performance and dynamism in the presentation of data on the system's 

interactive map. For assessing the robustness of the method, we did a transferability analysis using a 

model trained with samples collected during the 2020/2021 crop year, in order to predict the crop types 

for the 2021/2022 crop year, and vice-versa. The obtained overall accuracy was, respectively 90% and 

88%. Major confusion was found between Winter crops and Double crops, and also between Semi-

perennial crops and Single and Perennial crops, which can be related to inaccuracies during the 

labelling and in the detection of the second agricultural crop. The last issue is mainly due to the 

limitations for the pre-processing methods for interpolating and smoothing the EVI time series. Future 

works involve testing other methodologies for the pre-processing of the time series and for extracting the 

phenological metrics. We also aim to expand the application of this method for irrigated agriculture 

areas by other irrigation systems in other biomes, such as the Caatinga and Pampas. This work is in 

the context of the project “Irrigated Agriculture Based on Remote Sensing Technologies to Update and 

Improve ANA’s Atlas Irrigation”, developed by INPE and ANA (Process CNPq 423959/2021-2), which 

aims at developing a method for automatically mapping irrigated agricultural land and estimating water 

use in Brazilian irrigated agriculture. The methodology is already being used by the National Water and 

Basic Sanitation Agency (ANA), and the results are compiled annually in the Irrigation Atlas (ANA, 2021), 

available at https://www.snirh.gov.br/. 

 

Figure 1.  Framework for the proposed methodology for monitoring irrigated agriculture in Brazil. 
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Abstract 

  
Today, agriculture faces multiple challenges, in Europe and at global scale. A growing population and 

changing dietary habits lead to an increasing demand for food, and agricultural products are 

furthermore required by the rising bioenergy market. At the same time, climate change and the global 

decline in biodiversity and natural assets necessitate sustainable production methods and climate 

adaptation measures in agriculture. Earth Observation allows contributing data and information products 

that can be used by a wide range of stakeholders – from farmers over scientist to public agencies – for 

finally supporting knowledge-based decisions. 

This contribution presents a palette of earth-observation-based products for cropland and grassland that 

have been developed by the group ‘Agricultural and Forest Ecosystems’ at the German Remote Sensing 

Data Center (DFD) of the German Aerospace Center (DLR). Originating from mainly third party-funded 

research projects, the analyses have a regional focus on Germany and Africa. The presented products 

on crop type distribution, crop rotation and crop diversity are based on machine learning, integrating 

multi-sensor spatial-temporal time series features. Further, time series analyses are applied to detect 

crucial management events. Examples are the identification of harvest dates in cropland, as well as the 

detection of mowing events in grassland, including the timing and annual frequencies of mowing. Such 

information on management activities, their timing and intensity is relevant for estimating fertilizer inputs 

and nitrogen fluxes, for example. Additionally, grassland biomass and proxies for cropland productivity 

are quantified. All above mentioned information products are based on either multispectral Sentinel-2 

time series, or on a combination of Sentinel-2 and Sentinel-1 SAR data. These data provide information on 

the complete growing cycle, even at times and in regions of high cloud coverage. According to the 

technical characteristics of Sentinel-2 and Sentinel-1, these datasets feature a spatial resolution of 10-

20 m. Furthermore, we use very high resolution earth observation data to delineate small features in 

agricultural landscapes. Hedges and other linear woody features are detected based on aerial imagery 

and deep learning techniques, using a large in-situ reference data base. Knowledge on the distribution 

of small natural elements in agricultural landscapes allows assessing spatial diversity of such landscapes, 

and contributes to a better understanding of nutrient and water fluxes, erosion and biodiversity. Finally, 

for a better understanding of droughts and heat waves and of their impact on agricultural landscapes, 

long time series from sensors such as MODIS which span over more than two decades are used for 

assessing vegetation stress from a long-term perspective. These analyses are currently being 

complemented by time series of more recent missions such as Sentinel-3 in order to guarantee continuity 

also after the lifetime of MODIS. In combination with this spatially coarse (250-200m) information, higher 
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resolution time series of Sentinel-2 allow evaluating – for the last few years – crop type specific drought 

effects and vegetation stress at field scale. The datasets presented are on the one hand an important 

foundation for further geoscientific studies and are either analysed directly or used as input for modelling. 

But likewise, they serve as an information basis for actors and decision makers in the field of agriculture 

and can be, for example used to simplify workflows and support planning. 

 

a) 

 

 

 

b) 

 

 

c) 

 

 

Deviation of monthly EVI 

from long-term mean 
 

 

 

 

Figure 9. Selected earth observation based products for Germany (a) Crop type map 2018 (after Asam et 

al. 2022); (b) Mowing frequency map 2020 (after Reinermann et al. 2019); (c) Vegetation stress on cropland in August 

2018 (after Reinermann et al. 2022) 
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Abstract 
 

Over the last few years, we have been passing through the era of Big Data, and nowadays, we must 

deal with uninterrupted streams of large volume of data. When dealing with the Big Data challenge 

in Earth Sciences, the complexity of the data format is rapidly increased due to the vast number of 

images obtained by different sensors and satellites in combination with data from other remote sensing 

sources, such as aerial and terrestrial. Thus, the necessity of constructing Earth Data Cubes is rising to 

overcome this obstacle, not only in terms of storing the data, but also in processing the data. 

For a better understanding of the ecosystems and to create models as tools for decision-making, the 

integration of historical data into reference frameworks is essential. Therefore, an Earth Data Cube is 

constructed under a spatiotemporal scheme (figure 1). That accumulation of knowledge can facilitate 

data processing for studying the trends and the dynamic responses of the various ecosystems under 

stress. Furthermore, Earth Data Cubes are also easing the time series trends analysis, forecasting 

environmental stresses and monitoring land cover dynamics, among other, across an ecosystem 

(e.g., agricultural zones, forests, wetlands, etc.) 

For constructing and developing the Data Cube of ERATOSTHENES Centre of Excellence to support 

the environmental monitoring, we used the Open Data Cube (ODC), an Open-Source Geospatial Data 

Management software providing engineers and researchers with tools to develop the Cube. An ODC 

ecosystem (figure 2) is characterized from the Satellite Data that are ingested to the Cube, alongside 

with ODC Core which offers a unified environment for analysing gridded data from various satellite and 

other data collection systems, with access to decades of earth observation satellite data that is ready 

for analysis. ODC Core is combined with ODC Algorithms and ODC applications. From the output, 

each distinct user, can manipulate the ingested satellite data for different usages such as crop type 

mapping, vegetation  dynamics  derivation,  deforestation  risk  assessment,  water  resources  

quality  and management, illegal mining and other applications. In addition to satellite imagery data, 

ODC can also encompassing a variety of information, including topographic models, grids based 

on physical characteristics of the Earth, surfaces derived from interpolated data, and output from 

computer models. 

After the data acquisition from the different repositories, a procedure of data pre-processing 

to provide users with Analysis Ready Data (ARD) was implemented. Regarding pre-processing, 

for example Sentinel-2 imagery data are pre-processes in order to diffuse any atmospheric noises and 

mask areas covered from clouds. To decrease the need for storage and face the big data 

volume, we converted our GeoTiffs to a new format named Cloud Optimized GeoTiff. 

The most important step in constructing a Cube is the description of metadata to index those different 

data in a PostGIS database (based on PostgreSQL). The final shape of our Data Cube will be fed with 

data  from  Sentinel-2,  Sentinel-1,  different  NASA's  MODIS  (Moderate  Resolution  Imaging 
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Spectroradiometer) products (Vegetation Indices 16-Day L3 Global 250 m, Vegetation Continuous Fields 

Yearly L3 Global 250 m, Vegetation Indices Monthly L3 Global 1 km, Leaf Area Index/FPAR 8-Day L4 Global 

500 m, Burned Area Monthly L3 Global 500 m, Land Surface Phenology (Land Cover Dynamics) Yearly L3 

Global 500 m), Corine Land Cover data maps from COPERNICUS Land Services, and Digital Elevation 

Models (Copernicus EU DEM v1.0m which is a fusion of SRTM and ASTER GDEM), among other types of 

products. Open Data Cube framework characterize each type of data as product, and we also need to 

generate unique YAML files to describe the metadata for each product type. 

The next step is the establishment of the developed Earth Data Cube to cover other countries in the 

EMMENA (Eastern Mediterranean, Middle East and North Africa) region and Europe, too, as an initiative 

of ERATOSTHENES Centre of Excellence to gather stakeholders and local authorities to provide a tool 

for improving management practices and creating new mitigation and planning strategies 

regarding different environmental threats. That will lead to a sustainable and greener ecosystem 

(agriculture, water resources, soil, etc) in the region by achieving a balance between ecological, 

social, and economic values. Among our future works, the development of a set filled with jupyter 

notebooks in Python for different use cases will be established, among an online exploitation platform 

as Web-Service in a Docker environment with Layers deployed to serve the community of researchers 

and citizens who are in interest of using earth data for environmental monitoring. Furthermore, one of 

the tasks of EXCELSIOR H2020 Teaming Project is the establishment of a Ground Receiving Station, 

acquiring satellite data near real- time covering the EMMENA region and data pipelines will best 

developed to host those data in our Data Cube. 

 

Figure 1.  Spatiotemporal scheme of Cyprus’ Data Cube 
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Figure 2.  ODC Ecosystem (source: https://www.opendatacube.org/overview) 
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Abstract 
This study covers the development of a model quantifying non-photosynthetic vegetation (NPV) 

[g/m2], based on hyperspectral laboratory data using a supervised machine learning algorithm. Due 

to its influence on nutrient, carbon and water cycles, NPV plays an essential role in both, agricultural 

and natural systems. For agricultural applications, two forms of NPV are of particular interest: 1) late 

growth stage crops, and 2) crop residues (CR). The quantification of NPV biomass has rarely been 

possible due to the lack of large scale and high temporal resolution hyperspectral data. With a 

new operating generation of spaceborne spectrometers, such as the PRecursore IperSpettrale 

della Missione Applicativa (PRISMA) or the Environmental Mapping and Analysis Program (EnMAP), 

these data now become accessible across the globe and open up new possibilities for large scale 

NPV-mapping. Due to similar spectral properties in the VNIR, distinguishing NPV from bare soils is difficult. 

However, NPV can be spectrally distinguished from bare soil in the shortwave infrared (SWIR) domain 

(approximately 1400- 2500 nm) due to the absorption of non-pigmented organic molecules, mainly 

lignin and cellulose. For example, the narrow band cellulose absorption index (CAI) measures the relative 

depth of the cellulose absorption near 2100 nm. Based on laboratory measured hyperspectral 

data, using an ASD FieldSpec4 (FS4) Standard spectrometer (350-2500 nm), six different models were 

developed based on support vector regression (SVR). Thereby the CAI, the SWIR domain and the 

full spectrum were evaluated as training input. Eleven different NPV concentrations with a maximum 

of 1000 [g/m2] were measured in logarithmic intervals, which were summarized into four quantitative 

categories (0-50 [g/m2], 50-150 [g/m2], 150-450 [g/m2], 450-1000 [g/m2]) for further processing and 

evaluation of the model results. To assess the performance of the various models, field measurements 

of both, standing NPV as well as CR, were compared to the model estimations of NVP biomass. 

Moreover, two satellite scenes from PRISMA and EnMAP were acquired over the same test site as the 

field measurements in the MNI test area northeast of Munich, Germany. In addition, further validation 

data from 107 sampling points were collected on October 8th 2021 parallel to a PRISMA acquisition in 

the area around Levice (Slovak Republic). For a qualitative assessment of NPV abundancy, the land 

cover was differentiated into six different land categories. As the most promising model, an approach 

based on a scaled version of the CAI was determined, returning 0.62 R2, 0.23 NRMSE and 106.88 

[g/m2] MAE. Applying the selected laboratory trained model to open sky satellite data from PRISMA 

and EnMAP demonstrates that NPV biomass can be quantitatively estimated in realistic dimensions 

(Fig. 1). Furthermore, the results show that bare soil and NPV can successfully be separated. Nevertheless, 

limitations are revealed for stronger NPV biomass above 400-500 [g/m2]. None of the models perform 

well and misestimate the biomass for standing senescent NPV above these high weights pe ground 

area. Different soil and crop types, soil moisture as well as atmospheric influences can affect the 
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NPV detection. Moreover, spatial heterogeneity of the material can strongly influence the mixed 

spectrum that is observed by medium resolution spaceborne sensors. Leaf area, leaf orientation, 

angular distributions as well as density and spatial arrangement are also contributing to the spectral 

signal in the considered domain. Given the new possibilities and now vastly increased availability of 

hyperspectral datasets from satellites, large scale research to fully understand dynamics and effects of 

NPV can be conducted. 

 

 

 

Figure 1. 

Quantitative NPV map derived from PRISMA data acquired on October 8th 2021 in the area 

around Levice (Slovak Republic). The map was created using an SVR model that was pretrained 

in the laboratory based on destructively sampled NPV data. For a qualitative assessment, six 

different land categories, including 107 sampling points, were obtained and merged to four 
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land cover classes. Due to the image classification, only crops and grasslands, as well as bare 

soil areas are 

mapped. 
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Abstract 

Drought is a recurring slow-developing natural hazard phenomenon with a significant impact on both 

economy and the environment. The Lower Mekong Basin (LMB) is a major crop-producing area worldwide 

and is becoming more vulnerable to drought hazards. Understanding the spatiotemporal characteristics 

of drought and their impacts on cropland vegetation is essential for drought early warning management, 

mitigation efforts, and agricultural development planning. In this study, we present a recent detailed 

analysis of the space-time characteristics (e.g., drought onset and cessation, drought events, intensity, 

frequency, and inter-arrival time) over the LMB using remote sensing-based and meteorological variables 

(e.g. Soil Water Deficit Index and/or Vegetation Condition Index) between 2000 and 2021. In addition, 

we investigated the impacts of drought events on cropland vegetation during the dry and rainy growing 

seasons based on MODIS Normalized Difference Vegetation Index (NDVI) using linear regression. Results 

showed that the LMB suffered from frequent and prolonged drought conditions. Most of the prolonged 

drought events were recently observed in the Vietnamese Mekong Delta, eastern Thailand, and the 

surrounding areas of Cambodian Tonle Sap Lake. In addition, these areas are characterized by high 

drought intensity and inter-arrival time. Drought duration over the LMB lasts, on average, from three to 

four months. The onset of severe drought conditions was commonly found from January to February in 

the Vietnamese Mekong Delta, whereas the onset in eastern Thailand was earlier, between November 

and December. During the past 21 years, the cropland vegetation suffered from great variations in space 

and time, especially observed in the Vietnamese Mekong Delta and Cambodian lowland areas. The 

findings of this study could provide crucial information for regional and local drought early warning 

management and agricultural planning in the context of increasing climate change and human-induced 

impacts.  
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Fig. 1. Spatial variations of longest drought events (a) and its occurrence years (b) over the LMB from 2000 to 2021 
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Abstract 

  
Soil erosion by water is one of the most significant worldwide environmental problem, causing serious 

losses of fertile topsoil affecting the land production capacity. Therefore, mapping and monitoring the 

spatial distribution of areas affected by soil erosion processes is essential for environmental monitoring, 

land management and regional planning strategies. 

Mapping soil erosion based on remotely sensed data is a difficult task, generally targeting the delineation 

of some features (rills, gullies), as a consequence of the higher spectral similarities between degraded 

areas and different land cover classes. However, the integration of multitemporal radar and optical 

imagery, together with in-situ measurements, can help the discrimination of the affected areas by 

increasing their spectral separability.  

In this respect, our paper aims to compare and assess the suitability of multi-source and multitemporal 

input imagery, acquired by Sentinel-1 SAR and Sentinel-2 MSI sensors, as well as derived spectral and 

biophysical indices, integrated together with in-situ training samples for soil erosion intensity mapping. The 

analysis focuses on several test-sites from Romanian Carpathians and Subcarpathians, where a complex 

land cover with a strong anthropogenic influence (agriculture, traffic and oil industry) creates favourable 

conditions for the intensification of soil erosion process. 

The approach is organized between three levels. First, all the satellite images are pre-processed in order 

to obtain geometrically and radiometrically calibrated data. The second level focuses on searching a 
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group of derived spectral and biophysical indices suitable for soil erosion analysis, as well as on testing 

different data extraction methods in order to design the most effective workflow for soil erosion intensity 

mapping. The third level focuses on the validation of the obtained results with in-situ measurements data, 

consisting in soil erosion intensity level obtained through soil sample profiles from selected locations. For 

each soil profile, the surface horizon is identified and measured and then compared with the reference 

standards for the given soil types. 

The results show good overall accuracies for mapping the soil erosion intensity with three classes (low, 

moderate and high) for several tested indices (around 70%), with the help of in-situ measurements of soil 

samples. Particularly, better accuracies are obtained for the high soil erosion intensity class with the help 

of Soil-Adjusted Vegetation Index (SAVI) and Degraded Land Area (DAI) indices (around 83%) and for 

moderate soil erosion intensity class with the help of the Leaf Chlorophyll Index LCI (99%). Regarding the 

pixel-based classification approach, better accuracies are obtained by using multi-sensor and multi-date 

input imagery, with an overall accuracy of 93%, respectively of 66%  for the soil erosion class. 
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Abstract 

 
A so-called "Glacial Lake Outburst Flood" (GLOF) describes the sudden release of water from a glacial 

lake, regardless of the cause or trigger mechanism. In the event of a moraine dam failure, a GLOF occurs 

in which outflows of several tens of thousands of cubic metres of water per second, together with mud 

and debris, can flow downslope for well over 100 km in the shortest possible time. The resulting flood wave 

poses a major socio-economic threat to the downstream population as well as neighbouring villages and 

infrastructure. This problem will be illustrated in the context of this study using the example of Chamlang 

North Tsho (Lake 464) in the Hongu Valley, in eastern Nepal. This lake has a very high exposure for a GLOF 

due to the direct adjacent glacier and the steep slopes with numerous ice overhangs and gradients of 

up to 80°. The objective of this work was to determine the extent to which only freely available data in 

conjunction with HEC-RAS is sufficient to simulate a GLOF for the Chamlang North Tsho. Based on those 

results, it should be determined which measures and adjustments can be taken to reduce the risk of an 

outbreak of the lake and its impacts in the event of a GLOF. The analysis is divided into two sub-analyses. 

First, the determination of the current extent of the lake and its development in recent years on basis of 

Sentinel-1A data, and secound, a GLOF modelling and simulation of the Chamlang North Tsho using HEC-

RAS. The two sub-analyses build on each other and the results of the first sub-analysis are used for the 

simulation in the second sub-analysis.   

 

The radar analysis used Sentinel-1A data (IW) of each August and September from 2014 to 2021. 

A slightly positive growth for the lake can be derived from the data for each individual year and for the 

overall period. In 2014, the lake area's size was 861287.91 m² and in 2021 already 892219.09 m². This results 

in an absolute increase in area of 30931.18 m² or a relative increase of around 3.59 % over the considered 

period. Due to the small difference in height between the lake level and the terminal moraine of the 

glacial lake of less than one metre, the maximum size of the lake can be assumed. The data required for 

a GLOF simulation consists of a digital terrain model, land cover data with the respective roughness 

coefficients according to Manning and Strickler or Manning's n values, data on the surface, depth and 

volume of the lake itself, and Open Street Map data. The used digital terrain model is based on 

radiometrically terrain corrected ALOS PALSAR data with an interpolated resolution of 12.5 m. The ESA 

WorldCover 2020 was used to represent the land cover and corrected and enhanced along the adjacent 
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course of the Hunku Dranka and Dudhkoshi rivers. Open Street Map data with the attributes "buildings", 

"bridges" and "roads" were then used to roughly determine potential impacts and damages and blended 

with the results of the GLOF simulation. Numerical models based on other glacial lakes in the Himalayas 

were used to estimate the maximum and average depth as well as the volume of the lake. The most 

frequent trigger for GLOFs in the Himalayas are avalanches. Therefore, an avalanche was also chosen for 

this simulation. For this purpose, three scenarios with different sizes of avalanches were created (5 x 104 

m³, 9 x 105 m³, 6.6 x 106 m³) and an erosion of the terminal moraine of 20 m was assumed.  

 

Due to missing in situ data as well as high-resolution geodata (especially DEM) and the lack of 

references, a validation of these results is unfortunately not possible. Nevertheless, the results of the 

simulation, especially under the medium avalanche scenario (9 x 105 m³), are very close to the results of 

two past studies of a GLOF simulation (one-dimensional) on Chamlang North Tsho. In this simulation, the 

GLOF came to a halt just before the Dudhkoshi flows into the Sunkoshi. This flood wave thus travelled 

almost 110 km and affected an area of approximately 12.312 km². In total 71 buildings, 7.051 km of roads 

and paths and 22 bridges are situated within the affected area. In summary, this study was able to show 

that a GLOF simulation can be created worldwide using only freely available data and software 

applications, and that initial statements about its course and possible impacts can be derived. For the 

Chamlang North Tsho, despite its remote location, a very extensive damage picture emerged. 

Accordingly, field research on the Chamlang North Tsho and the terminal moraine should be undertaken 

in the near future in order to better assess the risks and to be able to make a more valid simulation of 

possible impacts. 
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Figure 1.   Results (a) and simplified workflow (b) of the GLOF analysis with HEC-RAS 
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Abstract 

 
Being situated within the Pacific Ring of Fire and the El Niño Southern Oscillation, Ecuador’s 

geographical location is one of the major drivers for the country’s above average damage-rate caused 

by natural hazards. Over 70% of the Ecuadorian people are exposed to two or more natural hazards. The 

combined effects of high seismic activity, the tropical mountainous environment with steep slopes, 

hydrological variability, as well as increasing land pressure contribute to a frequent occurrence of 

landslides, which are expected to increase in frequency and intensity due to climate change. On 2 

February 2020, Ecuador’s biggest waterfall, San Rafael, collapsed due to an unusual erosion 

phenomenon caused by volcanic debris avalanche deposit behind the natural lava-dam barrier of the 

waterfall. A following change of the Coca River’s course triggered regressive erosion upstream of the 

waterfall resulting in damaged oil pipes (affecting the indigenous Kichwa population) and threatening 

the Coca Codo Sinclair Dam, which supplies 25% of the country’s electricity demand.  

This study investigates the spatiotemporal developments of landslides between the former San Rafael 

waterfall and the Coca Codo Sinclair Dam using GIS- and remote sensing-based approaches in order to 

contribute to ongoing disaster risk management and monitoring efforts. Being situated roughly 20 km 

south of the equator just between the Cayambe-Coca and the Napo-Galeras National parks, the 

investigation area naturally experiences a high precipitation rate and thus a high cloud cover. Thus, we 

used Sentinel-1 Synthetic Aperture Radar (SAR) data to investigate the spatiotemporal development of 

the regressive erosion using two different approaches. We compared a bi-temporal change detection 

(BCD) with a cloud-computing-based sequential change detection (SCD), both based on 32 Sentinel-1 

Ground Range Detected images in Interferometric Wide Swath mode captured between 14 February 

2020 and 16 March 2021. The presentation will focus on the latter detection method. The BCD was carried 

out within the Sentinel Application Platform based on 12-day interval image pairs using standard pre-

processing steps, followed by a Principal Component Analysis-based comparison. We created binary 

change-detection maps using a threshold method and subsequent subtraction of permanent water 

bodies. The SCD was carried out within the recently published EESAR Docker Container, which utilises the 

Google Earth Engine (GEE) cloud-computing environment. On a per-pixel basis, the technique identifies 

whether a change occurred at a defined significance level between two SAR images taking into 
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consideration the full time-series starting with the first image and ending with the most recent one. With a 

test statistic, p values are generated for each observation and a change map is then generated based 

on the testing of p values against the defined significant level. By integrating the omnibus test, the 

identification of changes in a pixel can be conducted and updated. Besides the bands containing the 

changes between the intervals, the resulting raster dataset includes a band with the time of most recent 

changes, the time of first change and another band with the total number of registered changes. 

The results show that especially the SCD can accurately track the spatiotemporal genesis of the 

regressive landslide. We validated the change detection approaches with high-resolution satellite images 

from PlanetScope, a close exchange with local experts and comparisons with local assessment reports 

by CELEC SUR. We conducted a detailed validation for a smaller area along the lower part of River Coca. 

Therefore, we combined the results of the BCD and the SCD with the digitized eroded areas derived from 

the high-resolution imagery and computed a confusion matrix. Figure 1 shows the spatial validation of 

both approaches. About 75.31% of changes detected by the SCD were identified as true positive, while 

only 58.54% of the BCD were identified as true positive. According to the confusion matrix, the BCD got 

an overall accuracy of 0.89, a sensitivity of only 0.44, and a specificity of 0.97, while the SCD has a 

sensitivity of 0.75, a specificity of 0.94, and an overall accuracy of 0.91. 

Landslide monitoring in the study area is crucial to support national risk management. The presented 

results allow for near real-time monitoring with Sentinel-1 time-series with a spatial resolution of 20 m and 

a 12-day temporal resolution. Nevertheless, optical reference data cannot replace field validation data 

and might contribute to error propagation in the validation processes, especially as the acquisition times 

of PlanetScope do not match accurately with the revisit time of Sentinel-1. Thus, the SCD’s tendency to 

over-prediction could be the result of uneven recording dates. Unlike the BCD, the SCD promotes a 

continuous analysis over the time-series and thus considers the trend over all images from the time-series. 

 

 

Figure 10.  Validation results of BCD and SCD compared to PlanetScope Data 
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Abstract 

 

Currently we have a higher number of optical satellites with 0.5m up to 1m ground sampling distance 

(GSD) usable for mapping purposes. Not only the technical quality, but also the economic solution 

is important. For this reason, Planet’s SkySat small satellites were analysed for their mapping 

potential. SkySat-4 to -15, launched in 2016 up to 2018, operating in 450km height and SkySat-16 to -

21, launched in 2020 in 400km orbit elevation operating currently. Each SkySat has 3 CMOS detectors 

with 2560 x 2160 pixels. In flight direction, 1080 pixels are used for panchromatic and 270 pixels each 

for blue, green, red and near infrared (see figure below). The perspective images are recorded at 30 

Hz. The up to 9 times overlapping images are used for image sharpening, allowing an improvement of 

the original images to 50cm GSD based on originally 81cm GSD for SkySat-4 up to -15. An analysis 

of the effective ground resolution by edge analysis confirmed the effective 50cm resolution for nadir 

view. For inclined view direction it is slightly reduced according to the increasing GSD as function of 

the angle of incidence. 

The staggered arrangement of the sensors in the focal plane causes a time interval of the outside 

sensors to the central sensor, which can be seen at the SkySat Collect images generating joint ortho 

images of the 3 sensors and a selectable number of images in flight direction. Planet distributes 

the original images as Basic in addition to the joint Collect. For nadir view, the Basic images, distributed 

with 0.65m GSD, are covering just 2074m x 875m. The orientation information is available as 

rational polynomial coefficients. SkySat satellites are low cost satellites in relation to the larger satellites 

as used 

e.g. by Airbus DS and MAXAR. Due to this, the orientation accuracy is limited to approximately 60m 

to 100m in orbit direction and 40m across orbit, requiring an improvement by ground control points 

(GCP). The orientation was done by bias corrected RPC as well as by resection, leading to the same 

accuracy of 1m up to 2m dominated by the GCP identification. This is satisfying for mapping with 

0.5m GSD images, but the limited scene size is only economical for special small projects. 

SkySat Collect imagery should normally be preferred for mapping. They have a swath width for nadir 

view of about 5.8 km and can theoretically be up to 200 km long. The Collect images are ortho images 

generated by Planet. As GCP information they use other ortho-images with automatic point detection. 

SRTM mostly is used as height information, even if AW3D30 would be better. The bias of the DEM used 

does not matter, as this only causes a shift due to the small field of view, which is compensated by 

the orientation with a reference ortho. The standard deviation of the DEM is in the range of 3m for SRTM 

and 2m for AW3D30. With a 20° angle of incidence limitation, the standard deviation of SRTM 

would introduce an error of about 1m and for AW3D30 0.7m. An intensive analysis of 9 Collect 

scenes with manually identified GCPs revealed a standard deviation of the Collect scenes in the 

range up to 2m when the incidence angle was below 20°. For angles of incidence up to 34°, 

the accuracy was reduced to 4m to 5m, but even such angles of incidence should be avoided for 
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mapping purposes due to the displacement of building roofs compared to the ground-level location. 

In conclusion, the SkySat images up to an angle of incidence of 20° could be used for mapping 

purposes in a similar way to the images from the large satellites (see also details in the image below). 

 
 

  



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 57  
 
 

Section VI - New methods and algorithms in EO for agriculture 

Apple fruit load estimation in multi-

temporal high-resolution UAV imagery 

by deep learning 

 EARSeL Bucharest 2023 

Abstract 

Corresponding Author: Chenglong Zhang  

Chenglong.zhang@wur.nl  

 

 

 

Chenglong Zhang1,3, Joao Valente2, Wensheng Wang3,4, Leifeng Guo3, Lammert Kooistra1 

 

1 Wageningen University & Research, Laboratory of Geo-Information Science and Remote Sensing, The 

Netherlands  
2Wageningen University & Research, Information Technology Group, The Netherlands 
3 Chinese Academy of Agriculture Science, Agriculture Information Institute, China 
4 Ministry of Agriculture and Rural Affairs, Key Laboratory of Agricultural Big Data, China 

Keywords: apple yield, deep learning, photogrammetry, UAV 

The challenge 

Harvesting period accounts for the majority of total management costs in orchards. A timely and 

accurate mapping of apple yield is fast becoming a key focus of the optimization during the harvesting 

process. Recent achievements in computer vision have advanced fruit detection in images. Yet progress 

in connecting the detected fruits with specific trees, to achieve a tree-level apple yield estimation, is 

much less. The main challenge in fruit load estimation is occlusion. Apples occluded by adjacent apples, 

leaves, or branches limit the performance of detection model. Another problem is assigning apples to 

individual trees to achieve tree-level yield estimation. Early studies based on orthomosaic or point clouds 

provided an initial solution. However, the pre-processing steps, e.g., structure-from-motion, cost a lot of 

time.  

Methodology 

In this research, a novel framework that requires no conventional time-consuming pre-processing steps, 

e.g., structure-from-motion, was proposed for tree-level apple yield estimation using single raw UAV RGB 

imagery. An ‘Elstar’ apple orchard in Randwijk, the Netherlands, was taken as an example to examine 

the potential of single raw aerial images in yield mapping. In four consecutive years, starting from 2018 to 

2021, ultra-fine resolution UAV images and in-field ground truth (GT) data were collected. Different UAV 

platforms and flying altitudes were designed for comparison purposes. While GT consists of apple counting 

and actual weights which were prepared for the model performance validation. 

First, a lightweight YOLOv4 model was trained and validated to detect and count apples in original aerial 

images. Detected apples were delineated with bounding boxes and center-pixel positions of the 

bounding boxes in the image were treated as apple positions. Next, a resourceless photogrammetric 

approach was designed for the projection of detected apples into a geographic coordinate system. To 

assign the detected apples to individual trees, a clustering method was applied. Finally, obtained results 

were compared with in-situ apple counting for regression-based yield estimation. 
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Outlook for the future 

The use of UAVs in supporting orchard management is still in its infancy. Initial results show potential to 

achieve tree-level apple yield estimation with the use of single raw UAV RGB imagery. In comparison with 

conventional orthomosaic or point clouds-based methods, the proposed novel framework for apple 

orchard monitoring has a great advantage in data processing efficiency and convenience. Further 

research should include larger datasets for the training of deep learning models. A focus on model 

generalization is required, especially for the application in agriculture where a complex and changeable 

circumstance exists. Publicly available orchard datasets and annotated image datasets are also 

recommended. In addition, to enhance the use of single geotagged aerial images, a more accurate 

positioning system in UAV is also excepted. 

 

 

Figure 11. Workflow of the proposed apple yield estimation method 
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Abstract 
Accurate land use/land cover (LULC) data is required in numerous applications and research 

purposes,  including  land  management,  agricultural  planning,  and  environmental  monitoring. 

Hyperspectral remote sensing is a powerful tool for this purpose since it allows obtaining high spectral 

resolution data not available through traditional multispectral imagery. 

Recently, there has been an unprecedented increase in spaceborne hyperspectral data with 

several missions launched, such as the Environmental Mapping and Analysis Program (EnMAP) satellite, 

resulting to an unparalleled abundance of hyperspectral data. Moreover, several private sector 

companies have also entered the hyperspectral data market, with PIXXEL, an Indian private entity, 

being a pioneering provider in this space. PIXXEL’s vision to provide increased temporal and spatial 

resolution hyperspectral data has the potential to significantly improve the accuracy and efficiency 

of LULC mapping over large areas. 

This study aims at investigating the capability of PIXXEL’s MANTIS hyperspectral imagery coupled 

with Random Forests (RF) machine learning (ML) pixel-based classification algorithm in obtaining 

LULC mapping over an agricultural area in Northeast Australia. This area is characterized by diverse 

land cover types ranging from natural vegetation to irrigated crops and manmade reservoirs. The 

satellite imagery used in this study was acquired on 17th September 2022 (Figure 1), at a spatial 

resolution of 30 m and a spectral resolution of 67 bands ranging from the visible to near-infrared 

spectrum (490 – 950 nm). Accuracy assessment of the derived land cover map was conducted 

using the error matrix statistics and additional comparisons were performed against other LULC 

products available for the experimental site. 

Results obtained, showed a high overall accuracy and Kappa statistics, evidencing the capability 

of PIXXEL’s Mantis hyperspectral imagery when coupled with ML algorithms such as RF in 

mapping accurately land use/cover distribution for the study site. Our findings highlight the value 

of PIXXEL's hyperspectral data in mapping land use and land cover with potential applications in 

agriculture, land management, and environmental monitoring. 
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Abstract  

Grasslands are a major component of Europe's agricultural landscapes and provide important ecological 

functions and ecosystem services within a multifunctional agriculture. Grasslands supply fodder, straw or 

raw biomass for energy production and provide habitat for endangered flora and fauna. They hence 

have a high relevance for the preservation of biodiversity and climate protection. However, grasslands 

are exposed to a wide spectrum of management activities and intensity, which impact grassland 

development and resilience. Their conservation and sustainable management directly contribute to 

strategies and policies at the European and national scale aimed at transitioning toward a more 

sustainable agriculture in the framework of the European Green Deal. Besides prohibitions on the 
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conversion of grasslands to croplands, those strategies also target a more extensive management. For 

meadows, the management intensity can be described by proxies such as the timing and frequency of 

mowing. A higher number of annual cuts as well as an early timing of the first cut in a year are usually 

associated with higher management intensities. Such information can be used as indicators for the 

evaluation of biodiversity or climate protection measures (e.g., in peatlands) and agri-environmental 

measures within the Common Agricultural Policy (CAP) such as mowing on fallow land.  

 

Dense time series of remote sensing data were shown to be beneficial to derive information on grassland-

use intensity. Several methodological approaches have been published that make use of SAR data, 

optical data, or a combination of both. They either built on rule-based algorithms relating to underlying 

biophysical principles or stem from the realm of machine learning techniques. However, most of these 

studies have a rather local or regional focus and are usually limited by the availability of reference data 

against which they are developed and evaluated. Tests on model transferability in time and space are 

usually lacking due to the unavailability of consistent reference data sets. In addition, different validation 

strategies inhibit direct comparisons of individual studies.  

 
To overcome these limitations, we established a network of more than 30 researchers from 8 European 

countries that brought together a unique reference data set that is representative for several grasslands 

in Europe with varying climatic and environmental conditions. The aim of the network is to evaluate 

existing mowing detection algorithms based on openly accessible satellite data across Europe using a 

consistent validation framework. The reference data set comprises management information such as 

timing or number of mowing events for more than 4,000 grassland parcels covering six years, stretching 

from Sweden and Estonia in the North to Southern France in the Southwest (Figure 1). We harmonized the 

reference data and assigned a label of accuracy to each parcel depending on how the information 

was collected. We pre-processed satellite data from Landsat, Sentinel-1 and Sentinel-2 for each region 

and year for which reference data were available. Based on this data set we run and evaluate a total of 

around 20 algorithms that were developed to estimate grassland-use intensity using mowing events as a 

proxy. 

 

By the time of writing this abstract, we finalized the pre-processing of the satellite data which will be used 

by the individual groups to run their algorithms. The results will be independently validated using unseen 

validation data in a way that the spatial and temporal transferability of the different approaches can be 

assessed. We expect to identify strengths and limitations of the individual approaches aiming to formulate 

specific user recommendations to choose the optimal combination of data and algorithm for the 

application and region of interest. Results will inform the growing user community interested in grassland 

use intensity and its impact on the whole breadth of related ecosystem services. 
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Figure 12.  Distribution of regions in Europe for which reference data are available. Red dots indicate the 

general countries / regions, the blue dots indicate that reference data for several regions in the country are 

available.  
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Abstract 

In the Agriculture 5.0 context, computer vision and artificial intelligence are two key technologies for the 

automatic agricultural field and crop monitoring and management. For enabling the usage of both 

technologies on portable or mobile devices, including unmanned aerial vehicles, hardware 

implementations are required, for real-time performance, high-precision running and low power 

consumption. We implemented a Very Deep Convolutional Neural Network (VGG-11) for Soil Surface 

Roughness’s (SSR) Random Roughness (RR) parameter estimation from digital images of a line laser beam 

projection on the analyzed surface. We used the Python PyTorch framework for modelling the VGG-11 

in software. We compare the results against the classical contact measurement pinboard method on 

both artificial and real soil surfaces. SSR is defined as the irregularities of the soil surface, as a 

consequence of various factors including soil texture, aggregate size, rock fragments, vegetation 

cover and land management. SSR is directly related to soil water storage, infiltration and overland 

flow. Our VGG-11 is trained for 120 epochs and provides a 99.42% accuracy on the test set. This 

software model for SSR’s RR estimation is intended as a golden model for the validation of a hardware 

implementation using the Verilog hardware description language. The hardware implementation 

is mainly targeted at Field Programmable Gate Array (FPGA) devices and can easily be interfaced 

with a microprocessor system. A similar hardware implementation of a VGG-11 is presented in [1]. 

Soil Roughness 

The SSR quantifies the unevenness of soil surface caused by a plethora of factors such as soil texture, 
tillage operations, land management, rock fragments, vegetation, etc. The SSR influences the wind and 
water erosion, infiltration and surface storage level [2], [3]. It contains several separate indices that express 
distinct soil characteristics. The focus of the presented work is on the RR SSR parameter which is linked to 
the stability of the soil aggregate. RR expresses height variations at random locations on the soil surface 
[4] and can be measured through contact or sensor measures. The pinboard [5] and chain methods [6] 
are two popular contact methods while terrestrial laser scanning [7] is a non-destructive, non-contact 
sensor method. The chain contact method employs a bicycle chain being placed on the surface and 
measuring the Euclidian distance between its ends with a ruler. In this case RR is calculated as 

RR= (1 −
𝐿2

𝐿1
) × 100 [6], where L2  measured distance between the chain ends while on the surface and L1 is the 

length of the stretched chain. In our measurements L2 = 1 m and the chain link pitch is 13 mm. The pinboard 
contact method assumes multiple elevation measurements using a set of equidistant identical pins as depicted in 
Figure1. RR is the standard deviation (SD) of the measurements after the elimination of slope effects [8]. Our pinboard 
covers 73 cm with 53 aluminum pins 33 cm in height. 
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Figure 1.  Diagram of pinboard setup (left) and in situ usage (right). 

 

  

 

 

Measurements 

We performed measurements on four artificial surfaces and one soil surface, depicted in Figure 2. The 

flat artificial surface (i.e. painted wood plank) represents a corner case since its RR has a value close to 

0 for both classical contact methods and the laser line beam results in an approximately straight 

projected line. The regular artificial surface (plastic) contains regularly-placed humps of identical shape. 

The cvasi- regular artificial surface (painted cardboard for holding eggs) contains regularly-placed 

humps and dimples larger in scale and with small elevation random variations. The irregular artificial 

surface (uneven concrete) contains random relatively small elevation variations. For the real 

soil surface more measurements were performed due to its anisotropic nature. 

 
 

In addition to the chain and pinboard contact methods we also used a line laser as a sensor method. The 

line laser was placed above the targeted surface so that the geometric plane of its beam was 

perpendicular to the surface geometric plane. A Canon 5D Mark II digital camera was placed on 

the same horizontal plane as the laser with its lens’s center axis pointing towards the laser projection 

on the targeted surface and making a 30˚ angle with the surface horizontal plane. Thus the laser 

projections in the resulting images spanned from left to right. The number of images taken for each 

surface type is listed in Table 1. From each image a 100 × 200 pixels area of interest was cropped. Such 

samples are depicted in Figure 3, one per each surface type. Each sample was then binarized 

resulting in black and white images as depicted in Figure 4. To augment the data set of 28 binarized 

images we added noise of various types (i.e. Gaussian, speckle, salt and paper) with various 

parameters (i.e. mean, SD) resulting in a data set of 168 grayscale 100 × 200 pixels images. Samples of 

such images with noise are depicted in Figure 5. 

 

Table 1. The number of RGB laser images taken for each surface type. 

 

 
 Figure 3.   Sample 100 × 200 pixels areas of interest cropped from RGB images of the projections of a red laser  

line beam on the surface samples from Figure 2. 
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Figure 4.   Sample binarized (black and white) images resulted from the RGB area of interest crops.  

 

 

 
Figure 5.     Sample grayscale images de ived from the binarized ones by adding Gaussian noise of 0 mean 

nd 1% variance. 

 

Convolutional Neural Network for SSR RR Pinboard Estimation 

Our CNN model is based on the VGG-11 model architecture proposed in [9] with several modifications 

such as the modified input layer size and the sizes of the 3 fully connected layers at the output. Its detailed 

architecture is depicted in Figure 6. 

 

 
Figure 6.  The architecture diagram of our VGG-11 model. 

 

The data set of 168 grayscale images was divided in 66.7% training, 16.6% validation and 16.6% test. 

We trained the network for 120 epochs using the Stochastic Gradient Descent (SGD) optimizer with a 

Mean Square Error (MSE) loss function, a momentum of 0.9 and an initial learning rate of 0.01. We 

used the ReduceLROnPlateau [10] learning rate scheduler with a factor of 0.1 and a patience of 20. 

The training and validation loss per each epoch are depicted in Figure 7. 
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Figure 7.  Training and validation loss per epoch 

 
On the test set, the network yields a MSE of 0.00003146, and an average pinboard RR prediction error of 
0.58%, thus, an accuracy of 99.42%. The prediction error for each output RR value has been calculated as 

𝑒 =
 predicted − expected 

 expected 
× 100[%].  

 

Future work 

 

For future work, we plan to implement a similar VGG-11 software model for the estimation of SSR 

RR obtained with the chain contact method. Once the two models achieve sufficient accuracy we 

plan to fully implement them as hardware Intellectual Property cores for integration in microprocessor 

systems. 
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The challenge 

Efficient nitrogen (N) use is a main target for achieving sustainable agriculture. Planting of cover crops 

(CC) is an important management strategy to prevent N losses to the environment by immobilizing soil N 

in their biomass over the crop rotation intervals. N is released for the next main crop in the crop rotation 

by integrating the CC biomass into the soil where it is decomposed by the soil biota. However, CC effects 

vary because the rate of N mineralisation and amount of N released is dependent on the CC traits. To 

support sustainable nutrient management, modelling and monitoring the processes of N uptake and 

release can assist growers in their long-term nutrient management. Traditional measurements are based 

on destructive small-scale sampling and analysis of N quantity and quality of the CC biomass in 

laboratory. This approach is laborious and incapable of capturing spatial and temporal variability. Earlier 

studies have shown the applicability of spectral remote sensing to quantify N uptake in arable crops and 

grasslands. Studies for monoculture cover crops and especially for mixtures of CC species are limited.  

Methodology 

To fill this gap, a statistical model to estimate CC traits was calibrated in this study, by establishing 

relationships between UAV-based high-resolution multispectral data and ground truth data. Three CC 

species were planted in monoculture, bi-, and tri- species mixtures: common vetch (Vicia sativa), black 

oat (Avena strigosa), and fodder radish (Raphanus sativus) in a long-term field experiment. The CC 

species showed distinct variation in traits (biomass, %N), whereas CC mixtures were more similar. A 

combination of photogrammetry derived Canopy Surface Model (CSM) features, vegetation indices and 

textural features were used as predictors to estimate above ground biomass (AGB), N concentration, N 

uptake, C:N ratio of CC monocultures and mixtures with promising results.  Based on ground 

measurements, no effect in the quantity of N uptake was found but when compared to monocultures, 

the CC species traits changed significantly when intercropped. We adopted specific prediction models 

including a feature selection approach to quantify cover crop AGB (R2: 0.71, RMSE: 28.71 g/m2, NRMSE: 

11.74 %), N concentration (R2: 0.80, RMSE: 1.77 gN /kg, NRMSE: 6.96 %), N uptake (R2: 0.56, RMSE: 9.38 kgN 

/ha, NRMSE: 15.08 %), and C:N ratio (R2: 0.62, RMSE: 1.86, NRMSE: 10.98 %). 
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Outlook for the future 

Features derived from optical remote sensing proved successful to model strategic CC traits in an 

economical and spatial explicit way for both CC monocultures and mixtures. This study develops 

strategies in the application of UAV-based optical remote sensing in agriculture to monitor and optimize 

nutrient management.  
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Abstract 

Monitoring of forest stands is now extremely important as a consequence of anthropopressure and 

climate change which speeds up transformation processes taking place in tree species. Especially in the 

case of mountain areas, which are habitats for valuable flora, biodiversity and endemics species that are 

extremely sensitive to climate change. It’s a demanding challenge so it is necessary to develop methods 

that can prove large scale and repeatable monitoring of forest communities. The main interest of work is 

to investigate the potential use of Sentinel-2 and PlanetScope images for woody species mapping and 

measure statistically the differences with hyperspectral images. 

The study area covers the Tatra Transboundary Biosphere Reserve located between Polish and Slovak 

border. The northern slopes are different from the southern parts. Also, research is important because 

there is a need-to-know what types of processes are taking place on the other side, and cooperation 

between border parks is often difficult. That way we can observe the processes taking place in the forest 

communities as a whole. The research object is 13 forest species (7 conifer, 6 broadleaf) from all plant 

altitudes. Most of the work focuses on using one source of remote sensing data (such as hyperspectral). 

Here we want to extend our research with LiDAR and SRTM topographic derivatives data, thermal 

imagery, Sentinel-2 and PlanetScope multi-temporal data. The high altitudes and steep slopes make 

conducting surveys challenging. During field campaign we have collected nearly 1000 verification 

samples with GNSS location of tree species on large homogeneous areas. We have tried to distribute the 

samples regularly over the area and at different altitudes in order to avoid spatial autocorrelation in the 

assessment of classification accuracy. 

Three datasets were used for classification: PlanetScope, Sentinel-2 and HySpex. To which additional data 

(LiDAR, SRTM and thermal data) were then appended and the effect on classification accuracy was 

tested. The classification procedures were conducted using the open-source R programming language. 

The algorithms learning parameters were optimized using the grid search method, where each 

combination of the parameters is checked from the pool of parameters. The bias of classifications was 

reduced using an iterative accuracy assessment, which was repeated 100 times. Training and testing 

datasets were randomly selected in the 50:50 ratio; it was ensured that they were divided according to 

their belonging to a polygon in order to meet the condition of their independence. Then training of 

Random Forest and Support Vector Machines classifiers and classification accuracy results were saved 
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for each classification. For the final map production, models with the highest average F1-score for all 

scenario classes were selected. The ease of the implementation of the used algorithms makes 

reproducing the results possible and comparable. 

The average F1-score accuracies ranged from 86-97%; relating this to the individual datasets: Sentinel-2 

(86% RF; 82% SVM), PlanetScope (83% RF; 84% SVM) and HySpex (84% RF; 77% SVM). The Random Forest 

algorithm performs better for Sentinel-2 (by 4%) and HySpex (by 7%) data, while SVM is better for 

PlanetScope images (by 1%). Detailed results will be presented during the Symposium. 
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Abstract 

National forest inventories (NFIs) are a reliable source for national forest measurements. However, they 

are usually not developed for linking with remotely sensed (RS) biomass information. There are increasing 

needs and opportunities to facilitate this link towards better global and national biomass estimation. 

Thus, it is important to study and understand NFI characteristics relating to their integration with space-

based products; in particular for the tropics where NFIs are quite recent, less frequent, and partially 

incomplete in several countries. Here, we (1) assessed NFIs in terms of their availability, temporal 

distribution, and extent in 236 countries from FAO's Global Forest Resources Assessment (FRA) 2020; (2) 

compared national forest biomass estimates in 2018 from FRA and global space-based Climate Change 

Initiative (CCI) product in 182 countries considering NFI availability and temporality; and (3) analyzed 

the latest NFI design characteristics in 46 tropical countries relating to their integration with space-based 

biomass datasets. We observed significant NFI availability globally and multiple NFIs were mostly found 

in temperate and boreal countries while most of the single NFI countries (94 %) were in the tropics. The 

latest NFIs were more recent in the tropics and many countries (35) implemented NFIs from 2016 

onwards. The increasing availability and update of NFIs create new opportunities for integration with 

space-based data at the national level. This is supported by the agreement we found between country 

biomass estimates for 2018 from FRA and CCI product, with a significantly higher correlation in countries 

with recent NFIs. We observed that NFI designs varied greatly in tropical countries. For example, the size 

of the plots ranged from 0.01 to 1 ha and more than three-quarters of the countries had smaller plots of 

≤0.25 ha. The existing NFI designs could pose specific challenges for statistical integration with RS data 

in the tropics. Future NFI and space-based efforts should aim towards a more integrated approach 

taking advantage of both data streams to improve national estimates and help future data 

harmonization efforts. Regular NFI efforts can be expanded with the inclusion of some super-site plots to 

enhance data integration with currently available space-based applications. Issues related to cost 

implications versus improvements in the accuracy, timeliness, and sustainability of national forest 

biomass estimation should be further explored. 
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Abstract 
 

Forests provide a myriad of ecological, economic, and climatic benefits, yet they are highly 

vulnerable to climate extremes. Active management of forest ecosystems for resilience and adaptation 

is crucial to ensure that forests can continue to provide their many services today and for centuries 

to come. Forest monitoring and in particular tree species identification, is a fundamental building block 

to achieving these goals and enabling sustainable forest management. Yet species monitoring 

is a challenging task that typically requires extensive field surveys that are time-consuming and 

costly. In addressing these challenges, remote sensing can contribute significantly. 

Among Deep Learning algorithms, convolutional neural networks (CNNs) are proving promising tools 

for efficient tree species detection and identification. Object detection algorithms have not yet been 

assessed for their suitability to detect and map multiple tree species in a heterogenous forest setting. 

Yet, they offer essential information over existing classification approaches, such as identifying and 

locating single tree species. The object detection algorithm can incorporate data from a range of tree 

species and be applied on a broader scale, thus having the potential to become a universal tree 

species detection algorithm. Here, we aim to address this challenge by developing an automatic, 

affordable, and simple approach using Convolutional Neural Networks (CNN) and open-source RGB 

imagery that can identify and geolocate tree species in heterogeneous forests. Over 10’000 individual 

tree points for coniferous and deciduous tree species were gathered from existing research and forest 

inventories for model training. 

The results showed that multi-species models detecting a combination of coniferous species 

reached higher accuracies (F1-score of 0.80) than multi-species models detecting a coniferous- 

deciduous species mixture (0.76) (Fig. 1). While Pinus sylvestris was most accurately detected in multi- 

species models (Fig. 1b), Picea abies was detected with the highest accuracy in single-species models. 

Compared with single-species models, multi-species models had improved precision but decreased 

recall. Further, when more species were added to the models, the number of misclassified tree species 

decreased. Generally, the performance of the CNN models was influenced by site conditions, such 

as forest stand structure, and less by illumination. 

This work advances our current understanding of forest inventory by providing an automatic and 

accessible approach for detecting both individual tree crowns and tree species in heterogenous forests 

using the available CNN framework. This approach has the advantage of being applicable to other 

regions where the studied species are widespread and RGB imagery is available. Thus, the presented 

CNNs models and approach are compatible with low-cost UAV systems that are easy to operate and 

thus applicable to a wide range of users. Such automatic species identification can serve as a basis 

for improved inventory planning, forestry operations planning, and targeted management actions for 

more resilient forests. 
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Figure 1. Model performance of multi-species detection in heterogeneous forests. (a) Tree species detection in a (1- 

ha) test site and (b) F1-score for each species, with values closer to 1 indicating higher accuracy. Bounding boxes =  

detected trees, circles = ground-truth data. 
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Abstract 

The integration of precision photogrammetry into forestry management is subject to some aspects 

related to the prevention and reduction of risks associated with the forest health (pest attacks and other 

phytopathological vectors), in the prevention and reduction of personnel injury risks during the 

management of natural hazards of windfall. 

Therefore, the purpose of this paper is to present, in the context of the forestry management of a 

disruptive event, how is a managed a windfall that occurs in a high-altitude stand. 

The photograms were obtained with the help of a eBee RTK drone, equipped with a camera with 

standard sensors, type RGB, 12Mp, by making a flight at a height of 400 m above the crown of the trees. 

The forest stand subject to evaluation is located in the upper mountainous area of the Făgăraș Mountains, 

in the Vâlsan river basin, at altitudes ranging between 1500 and 1700m and which was affected by 

windthrow in December 2019. 

The flight to assess the damage caused by the wind throw was carried out in June 2020, for the 

assessment of the impact, the most representative management units (UP I Vâlsan, - 29B, 30B, 32A and 

33A) were selected. The preliminary results, obtained immediately after the flight, consisted of orthophoto 

plans (referenced and assembled frames), these being used for the administrator of the forest in order to 

identify the affected areas and to evaluate the wood volume that needs to be harvested. 

The results obtained after the complete inventory of the wood volume were correlated with the data 

obtained from the photo interpretations, in order to identify expeditious methods of quantitative 

evaluation of the impact of the windthrow. 

The use of local aerial photograms in forestry proves to be a quick and effective way to identify the 

disruptive natural events (wind throws, snow breaks, insect attacks), allowing decisions making process to 

be efficient in order to reduce of the impact of negative effects on the forest environment. The 

improvement of aerospace technologies, through the development of new methods, will allow in the 

short future to make more accurate quantitative assessments regarding the impact of disturbing factors 

on the forests. 

 

 

 



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 76  
 
 

 
 

(a) (b) 

Figure 13.  Spruce main stems were identified on orthophoto maps (a) sample image from the analysis set 

– management unit 33A (b) graph showing stem length distribution over management unit 32A 
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The EMMENA area encompasses various climate regions, including desert and semi-arid areas in the south 

and subtropical and temperate regions in the north. Over the past 40 years, the region has seen 

accelerated warming at a rate that is almost double the global average and faster than other regions 

such as Europe and North America. Changes in the water cycle and rainfall patterns have also been 

observed, leading to droughts in some areas that are unparalleled in the recorded history. Cyprus is an 

area in this region which means that it is affected by hot summer and long dry periods. All these 

phaenomena are expected to increase their intensity due to Climate Crisis as has been projected in 

many future climate projections. 

These extreme weather events are affecting various ecosystems such as agriculture, forestry, and 

wetlands. Agriculture is one of the main industries of Cyprus and it needs different resources to survive 

among them, the irrigated water. In order to support the industry, ERATOSTHENES Centre of Excellence in 

collaboration with Agriculture Research Institute of Cyprus (ARI) is developing a web tool, which is an 

online web application, which at the first phase is integrating an agricultural meteorology tool, forecasting 

and mapping the daily reference crop evapotranspiration (ETo) and crop evapotranspiration under 

standard conditions (ETc) using meteorological measurements daily acquired from the 45 meteorological 

stations of Department of Meteorology network. Evapotranspiration is the occurrence of two physical 

events at the same time, evaporation, and transpiration. It is difficult to differentiate between evaporation 

and transpiration as they both occur at the same time. The amount of evaporation from a cropped soil 

is largely influenced by the amount of sunlight that reaches the soil surface and the availability of water 

in the topsoil. As the crop grows and covers more of the ground, the amount of solar radiation reaching 

the soil decreases, and transpiration becomes the dominant process, while evaporation becomes less 

important. At the beginning of the growing period, nearly all the water loss is due to evaporation, but by 

the time the crop is fully developed and covers the entire soil surface, over 90% of the water loss is through 

transpiration. 

To calculate the daily evapotranspiration, we set up an interface between our server and the 

Department of Meteorology, and we are feeding with the measurements the Penman-Monteith (FAO 56) 

mathematical equation (1) which results to the reference crop evapotranspiration.  Standard conditions 

crop reference evapotranspiration is a result of the multiplication (2) of ETo with Crop Coefficient (Table 



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 78  
 
 

1) factor (Kc). The values of Kc represent the crop type and the development of the crop. There may be 

several Kc values for a single crop depending on the crop's stage of development. During the crop's 

germination and establishment most of the evaporation occurs as evaporation from the soil surface. 

 

 

 

Table 1. Crop coefficient factor (Kc)  

 

Reference crop evapotranspiration and crop evapotranspiration under standard conditions is calculated 
as described in the following equations responsively: 

 

 

 

where: 

Rn = net radiation at the crop surface 

G = soil heat flux density 

T = mean daily temperature at 2 m height 

u2 = wind speed at 2 m height 

es = saturation vapour pressure 

ea = actual vapour pressure 

es – ea = vapour pressure deficit 

Δ = slope vapour pressure curve 

γ = psychrometric constant 

 

(2) 𝐸𝑇𝑐 = 𝐸𝑇𝑜  𝑥 𝐾𝑐 

 

where: 

ETo = Reference evapotranspiration 

Kc = Crop coefficient factor 

 

In order to calculate an approximation of the water losses in litres per day we are using the following 

equation (3): 

(3) 𝑊𝑎𝑡𝑒𝑟 𝐿𝑜𝑠𝑠𝑒𝑠 = 𝐸𝑇𝑜 𝑥 𝐴 

 

Where: 
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ETo = Reference evapotranspiration 

A = Crop covered area 

 

Furthermore, as our measurements are local on different points representing the meteorological stations 

of meteorological network, around Cyprus, and in order to provide users with an evapotranspiration 

forecasting covering all the different agricultural and forest areas of Cyprus we deployed an interpolation 

model, utilizing Inverse Weighted Distance (IDW) interpolation method which is a kind of multivariate 

interpolation estimates the values between the different meteorological stations (points). The closer a 

pixel/cell is to a meteorological station, there is an increased likelihood have similar value. 

This web application will be serving the community such as farmers, local authorities, stakeholders in order 

to adapt better irrigation management accordingly to the irrigation demands and water losses. Another 

service to the community of our hub will be the calculation of daily reference crop evapotranspiration 

over the afforested areas in Cyprus. The list of support crop categories will be updated in a regular basis. 

Our major scope is to enlarge this web tool and be a completed suite of tools by combining in the future  

with the Cyprus national Data Cube for environmental monitoring built by our team, in-situ measurements 

(soil moisture, soil temperature, electrical conductivity, etc.) of LoRa Wide Area Network (LoRaWAN) 

Internet of Things (IoT) sensors network that we are willing to establish in important agricultural zones of 

Cyprus and offer more tools. 

 

*Work still under development, it will be online soon. Contact the corresponding author for more 
information if needed. 

 

 

 

Figure 14. Platform graphical user interface mock up 
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Abstract 
To identify drought risk during the growing season and reducing possible agricultural losses, effective 

drought monitoring is necessary. Knowing when and where vegetation growth is predominantly water- 

limited in this setting. Remote sensing as an important tool has been widely used for drought managing 

and monitoring. Remote sensing-based drought indices can identify agricultural dry zones. In our study 

we focused on maize crops in Danubian lowland in growing season (April to August) from 2019 to 2022. 

In our analysis we used Vegetation Health Index (VHI) and NDVI anomaly, which are ones of the most 

used remote sensing indices for drought monitoring and can be used to monitor the areas where 

vegetation may be stressed, as proxy to detect potential drought. VHI can be derived based on both 

the Land Temperature Surface (LST) and Normalized Differenced Vegetation Index (NDVI) from MODIS 

(MOD13Q1.061 Terra Vegetation Indices 16-Day Global 250m). We calculate monthly average 

of indices of crops for particular months. Monthly indices of crops were aggregate to hexagonal grids 

(5,1 km2) based on area weighted interpolation. VHI represent overall vegetation health in percentage 

(0 – 100). Based on the NDVI anomaly we classified 5 classification classes:  mild drought, 

moderate drought, severe drought, and a very severe drought in descending order of severity. We 

found that overall, the most vulnerable month for maize are April and May (54.83 and 52.52 % of 

area). However, August of 2022 were very specific because 94,64 % of all area were affected by long 

term drought. 

 
Figure 1.   (a) Drought mapping in Danubian lownlad using VHI index during growing season (April to August)  

from 2019 to 2022. 
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Abstract 

Establishing winter cover crops on tilled ground is an important management process to mitigate GHG 

emissions. Winter cover crops are also an effective way to reduce nitrate leaching into water bodies. On-

site farm surveys may not be practical to determine which farms comply with the obligations to plant such 

crops because the costs are significant and require periodic monitoring. Many high spatial, spectral, and 

temporal resolution satellite images are now freely available and have proven to be a valuable resource 

in monitoring agriculture activities on the ground. The use of vegetation indices from optical sensors is a 

well-established technique to distinguish vegetation types and determine their quality and quantity. 

However, the persistent cloud cover in northern Europe limits the use of time-series optical sensor images 

to monitor the changes. Synthetic-Aperture Radar (SAR) can penetrate clouds, and its capability of 

monitoring vegetation is proven; hence, we explored the capability of SAR in this study. 

This study evaluated the potential of Sentinel-1 in identifying farms that do not have winter green cover 

crops in the Republic of Ireland using a Random Forest (RF) model. A preliminary analysis, exploring simple 

ratios and backscatter thresholds, using a panel data approach (five acquisitions of SAR both on rainy 

and non-rainy days between November and December 2019 for the same parcels) indicates that an 

increase in rainfall (2 days cumulative) has a negative effect on VH backscatter (on both bare and 

vegetated fields). A significant positive effect is observed on VV backscatter (vegetation), reducing the 

effectiveness of a backscatter threshold approach to detecting bare soil.  

Three RF models were trained, tested, and validated in this study on two sites in ROI, Lullymore and Gorey. 

The first two models were created using images from two distinct time periods at the Lullymore site (Model-

A, 16 December 2019, 2-day cumulative rain – 0 mm, and Model-B, 2 December 2019, 2-day cumulative 

rain - 0.2 mm). The third model (Model-C) is the difference between the two periods. To train the model 

classes (bare and vegetation), the corresponding time period of Sentinel-2 and high resolution Google 

Earth imagery were available. The input parameters to the RF model are RVI, the normalized ratio 

procedure between bands (NRPB), VH, VV, and their quotient and product in decibels. The trained model 

(546 parcels) was applied to the testing dataset (234 land parcels). The performance of the model was 

also validated on a different site (389 land parcels at the Gorey site) using images from November 3, 2020, 

and December 3, 2020. On the tested data set, the overall accuracy of the three models is 90.17%, 85.47%, 

and 88.03%, with kappa coefficients of 0.80, 0.76, and 0.71, respectively. The overall accuracy of the three 

models on the validation data set is 84.6%, 73%, and 82.12%, respectively, with a kappa coefficient of 

0.56, 0.40, and 0.51, respectively. The majority of completely bare and vegetation parcels are classified 

accurately, whereas crop residues and scattered low vegetation parcels pose a challenge, as does the 

absence of a definition of “bare soil” within relevant agri-environment policies.  
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Abstract 

The detection of crop water stress requires detecting subtle temperature changes, which might not be 

as crucial for other applications. The capability of capturing subtle changes needs a good understanding 

of the structure and work process of thermal cameras and error sources. However, it is challenging to 

derive accurate temperature observations from uncooled thermal cameras on Unmanned Aerial 

Vehicles (UAV) in a field setting due to sensors’ intrinsic characteristics and continuously changing 

ambient environmental conditions that can affect temperature readings. In this study, we aimed to 

delineate the spatial distribution of crop water stress at different crop growth stages of maize for 

explaining its effect on biomass accumulation. To address this, we undertook multiple field campaigns at 

different crop phenological stages of maize using two UAV-based thermal sensors (FLIR Tau 2 and WIRIS 

2nd GEN) that previously underwent laboratory characterisation of their performance. Among these 

campaigns, we accomplished pre-flights with self-prepared temperature reference materials aiming at 

gaining experience by using these materials for calibrating uncooled thermal sensors in the early vigour 

stage of maize. Flights have been executed at different flying heights (5 m, 10 m, 20 m, and 40 m) under 

varying meteorological conditions (e.g., air temperature, solar radiation, wind speed, etc.). The setup was 

based on quantifying the effect of a combination of factors on temperature measurements from 

uncooled thermal cameras during flights. 

For calibration and evaluation purposes, multiple temperature reference materials were placed on the 

ground during flights. These materials included several types of panels with fixed-emissivity thermographic 

paints on the surface, different soil samples, a box of cold water, and warm water at a fixed temperature 

of 50 Celsius degrees in a slow cooker. The temperature range of these materials covered the conditions 

that might be experienced during the growth period of maize locally, allowing the application of the 

empirical line method for thermal imagery calibration. For comparison, contact-type thermocouples with 

a data logger were attached to the materials to record reference temperature data.  
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Before thermal imagery calibrations, preliminary results showed that the observation accuracy decreased 

significantly at higher flight heights under all ambient environmental conditions because of atmospheric 

attenuation of thermal radiation. With the inclusion of non-factory calibration models, the overall error in 

thermal-based temperature readings could be reduced. More importantly, as a major source of error 

when deriving temperatures from thermal cameras, emissivity values of ground targets could be adjusted 

conveniently referring not only to that of the adopted fixed-emissivity panels but also the well-

documented spectral emissivity libraries. Therefore, higher final accuracy of in-field temperature 

measurements was achieved by treating multiple sources of error properly throughout the process from 

conducting fieldwork to post-processing steps. 

During crop-sensitive periods, we joined the above-mentioned temperature reference materials in the 

field campaigns to test whether they could help correctly characterise the spatial variability 

(heterogeneity) of crop water stress without using any handheld thermal imager synchronously with UAV 

flights. The UAV-mounted thermal sensors flew above the reference materials multiple times (specifically, 

after take-off, in the middle of the flight, and before landing) to make the most use of temperature 

reference information. By this means, the spatial distribution of crop canopy temperature could be closer 

to the ground truth. The realization was enabled together with the correction of pre-tested error sources, 

which included applying non-uniformity corrections to individual images and solving the problem of 

thermal drifts in orthomosaics. In the post-processing procedure, we explored optimizing the 

photogrammetry processing workflow to assess how different practices in producing orthomosaics (e.g., 

different blending modes) could improve the absolute accuracy of temperature measurements outdoors 

as well. Further, the stress distribution could be delineated more properly and used to explain the yield 

loss by also joining auxiliary ground-based data.  

 

Figure 15.  An example of validation of surface temperature recorded at varying flying heights by the UAV-

mounted WIRIS 2nd Gen thermal camera with surface temperature recorded by the type-K thermocouples for 

temperature reference materials during a field campaign in Nergena, Wageningen on 11th May 2022. 
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Abstract 
Rice is one of the most important crops in the world. In Italy, it is mainly cultivated in flooded 

paddy fields in the North-West as a highly demanding crop inputs. Precision agriculture (PA) has been 

found as a valuable tool to improve pesticides, water and fertilizers management through the 

combination of new technologies comprising Geographic Information Systems (GIS), Global Navigation 

Satellite System (GNSS) and Remote Sensing (RS) data. Specifically, RS can provide multispectral 

information from satellite and aerial platforms. Sentinel-2 (S2) satellite mission provides free data every 

five days with good spectral and spatial resolution (10-20 m). However, S2 geometric resolution may be 

inadequate in monitoring small fields typical of the Italian agricultural context. Thus, the 

introduction of UAV (Unmanned Aerial Vehicle or drones) has enriched the survey of vegetated 

surfaces. Especially in the agricultural context, the drones, equipped with appropriate sensors, can 

provide information about the surfaces investigated with a high geometric resolution. Moreover, the 

actual availability of low-cost multispectral sensors allows to map crops conditions and improve crop 

management following the PA approach. Despite market provided a huge number of multispectral 

sensors for UAV, their spectral measures reliability is poorly assessed by research community. 

Especially, for agricultural purposes, spectral measures inaccuracy can lead to misleading deductions 

and uneffective treatments. In this work spectral information from MAPIR Survey2 (MP) sensor was 

compared to one derived by S2. In particular, the comparison involved red and near infrared 

(NIR) bands (664 nm and 842 nm respectively). Study area (AOI, Fig. 1) is in Langosco municipality 

(NW-Italy), where a rice field sizing 8 ha was selected as test site. MP was equipped on the DJI Phantom 

4 and four UAV flights performed. Sensing period was from 12/05/2022 to 06/09/2022 and somehow 

representative of 4 main rice phenological phases. Each flight was performed setting a relative height 

of 90 m and an average side- forward overlap between images of about 70% and 80% respectively. 

About 200 captures per image block were collected and processed in Agisoft PhotoScan vs 1.2.4. 

For each image block, 7 ground control points (GCPs) were surveyed in correspondence of target 

panels (markers) distributed over the area before the flight. GCPs survey was achieved by VRS-NRTK 

(Virtual Reference Station - Network Real Time Kinematic) GNSS mode using a Leica 1200 receiver (3D 

positioning accuracy was ~ 25 cm). After the block bundle adjustment, multispectral orthomosaics 

(OMs) were generated having a geometric resolution of 200 cm and a 3D positional accuracy of 50 

cm. Finally, each OM were downsampled over S2 grid (geometric resolution 10m) using the average 

method. Normalized difference vegetation index (NDVI) was computed from both sensors. Resampled 

OM red, NIR and NDVI bands were compared at- the-pixel level to correspondent S2 ones (Fig. 2). 

Comparisons between S2 and MP spectral bands show variable correlation values depending on the 

phenological phase and the considered spectral bands. Specifically, NIR bands appear to be 

generally poor correlated while red bands highlight better correlation values. Finally, NDVI measures 

show in most cases the highest correlation values over the entire phenological season. Nevertheless, 

mailto:enrico.chiesa814@edu.unito.it
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after fitting an ordinary linear regression between NDVI maps from two sensors, a significant variability 

in regression gain and offset values exist alerting about the reliability of this correlation. To give 

practical implications of these results, for each sensing phase we finally computed a k-means 

unsupervised classification looking for 3 clusters somehow related to high, medium and low vigor 

conditions within AOI. Considering these preliminary findings and cost related issues of UAV data, it 

appears to be desirable a further deepening concerning the reliability of spectral measures from UAV 

low-cost sensors. 

 

 
Figure 1.  Study area (AOI) in Langosco, NW Italy. Reference System: WGS 84 / UTM 32 N, EPSG 

32632. 

 

 

Figure 2.  Correlations between S2 and MP red NIR and NDVI along phenological season. 
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Abstract 

The present era is marked by the widespread use of advanced data collection methods, cloud 

technologies for efficient processing and sharing, and artificial intelligence with machine learning. These 

technological advancements have opened up new possibilities in the research and knowledge of Earth 

processes and landforms. Using these novel methods and data sources has enriched the field 

of geosciences in several ways: it has facilitated the acquisition of new knowledge, providing 

more detailed and comprehensive views of landforms and processes and has extended our 

knowledge in time from the past to the future, from the local to the planetary level; it has promoted 

the development of multidisciplinary approaches to research activities, enriching and expanding 

geoscience disciplines; it has facilitated more efficient transfer and sharing of acquired skills and 

data in the geoscience community and beyond, including other scientific fields such as 

archaeology, technical fields, and public administration. 

Better knowledge of hazards and appropriate measures to eliminate associated risks can transform 

acquired scientific knowledge into specific societal needs for sustainable life on Earth. Moreover, using 

modern approaches and technologies in mapping, analysing, and predicting natural hazards is highly 

desirable. In research activities, there is a growing trend to use a data-based approach (statistical 

approach) instead of a heuristic approach (knowledge-based). This approach eliminates subjectivity 

in the weight assignment process, quantifies the relative importance of various causative factors 

using objective techniques, and reduces bias. However, the quantitative methods are limited by 

data availability, quality, and reliability. 

In the Czech Republic, the combination of morphological, lithological, and climatic properties 

has created three regions that are more susceptible to landslides, covering around 34% of the country. 

The lithology in these regions is similar, with the northwest region consisting of Cretaceous 

sediments containing claystone, sandstones, siltstones, and marlstones. In addition, Neoidic volcanic 

intrusions layered on Perm and Cretaceous bedrocks have made slope instability complex in this 

area. The eastern region is comprised of Carpathians flysh rock layers, which also contribute to the 

higher risk of landslides in this region. Although the conditions for the occurrence of slope instabilities 

can be found in other areas of the country, they do not pose such a significant risk. These areas 

have also been mapped and included in the slope instability register. 

In Czechia, the systematic registration of landslides was started in 1962 based on the results of 

nationwide registration of these phenomena in former Czechoslovakia ordered by Government 

Resolution No. 103/1961. The current study used the Slope Instability Register, which contains raw data 

on registered and verified slope instabilities in the Czech Republic. The register contains a map at 1: 

25,000 scale and processed record cards with basic topographic, documentation, geological, 

geomorphological, geotechnical and economic - technical data. In 1976 it was transferred into 

database form. The database is now accessible as INSPIRE download service provided by the Czech 

Geological Survey Institute (https://app.geology.cz/atom/datalist2.xml). The database was verified over 
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high-resolution LiDAR data. User classification of the recorded landslides according to the current status 

and development was performed. Such a modified spatial database was an essential input for 

advanced analyses and deep-learning methods utilisation. 

U-NET architecture was applied to LiDAR high-resolution digital surface and elevation models, 

available nationwide for the current study case. U-Net is a deep learning architecture that has been 

used in various image segmentation tasks, including those related to landslides. Originally developed 

for biomedical image processing, U-Net has been adopted in geosciences for its ability to 

accurately segment and classify landslide features from satellite imagery and other remote sensing 

data. The U-Net architecture is well-suited for landslide segmentation because it can effectively 

capture the complex patterns and morphological features of landslides, such as their shape, size, and 

location. The use of U- Net for landslide mapping can help improve our understanding of landslide 

hazards and facilitate better decision-making for disaster risk reduction and management. 

Overall, the U-Net architecture has proven to be a powerful tool in landslide research, offering 

improved accuracy and efficiency in landslide mapping and monitoring. As U-Net and other deep 

learning methods continue to expand in the geosciences, their potential for improving landslide hazard 

assessment and management will only increase. 

 
Figure 1.  Example of verified landslide inventory under LiDAR high-resolution DEM used in research process 
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Abstract 

This paper is about the importance of using satellite images for monitoring and analyzing natural hazards 

in the Baragan Plain caused by the action of the wind, namely blizzard and wind erosion. In Baragan 

Plain, the vulnerability to destructuring processes through wind erosion manifests itself differently, the soil 

texture having a special role, so that soils with a loamy, sandy texture or in combinations between clay 

and sand represent surfaces at risk of degradation. An area of about 110.000 ha within the studied plain 

presents soils with a high and very high risk of manifestation of degradation processes caused by wind 

erosion. The process of deflation in the Baragan Plain (a form of wind erosion in which fine, dry soil particles 

are blown away, removing the top layer of soil) is clearly visible since 1987 from the multitemporal analysis 

of Landsat-5 satellite images (30 m spatial resolution) in natural color combinations. In recent years (e.g., 

2019-2020), the deflation produced by wind erosion was much more pronounced throughout the spring, 

Sentinel-2 images (10 m spatial resolution) capturing this fact very well. At the level of soils vulnerable to 

wind erosion, the processes arising from changes in land use in the period 1990-2018 represent about 15%. 

In the case of the blizzard phenomenon of January 2017 (the blizzard episodes from 6, 10-11 and 17-18 

January), the satellite analysis of its effects was performed only for the available satellite images 

unaffected by cloud cover, namely the Sentinel-2 data from 13 and 26 January. The vulnerable lands 

between the localities of Însurăței and Zăvoaia (south of Lake Traian), respectively the lands south of the 

localities of Săveni, Lăcusteni and Platonești were noted based on the comparison of the two temporal 

false-color images, and the threshold of 0.4 of the Normalized Difference Snow Index (NDSI), computed 

from Sentinel-2 images. By correlating the areas bare of snow and the types of land use (extracted from 

the Corine Land Cover 2018 database) it was found that an area of 24.353 ha was affected by the 

blizzard, of which 22.202 ha was arable land, 1.655 ha was pasture, 277.41 ha of vineyards and 205.12 ha 

of orchards. In the case of sandy lands vulnerable to wind erosion in the localities of Zăvoaia and Insuraţei, 

the blizzard affected an area of 2.086 ha, with arable land being the most affected (2.024 ha), followed 

by pastures (60 ha) and vineyards (2 ha). 

At the level of soils vulnerable to wind erosion, the processes arising from land use changes in the period 

1990-2018 represent about 15%, occupying an area of 19.086,98 ha out of the total vulnerable area of 

130.450 ha. Extensification is the main process (73.26% of the total area), followed by intensification 

(17.51). In the case of the afforestation process, the third in weight of the total changes that occurred 

(6.75%), the beneficial role of the resulting conversion can be emphasized, because the presence of the 

forest in the region vulnerable to wind erosion determines the reduction of the impact of the wind erosion 

and deflation processes, respectively the restoration soil quality. 
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Therefore, high-resolution spatial satellite images and products such as Sentinel-2 and Landsat-5 and 8 

represent a very useful tool in the case of identifying and monitoring the effects produced by dangerous 

phenomena generated by the action of the wind (example: blizzard, wind erosion/deflation). 

 

 

Figure 16. Wind erosion (the images above) from Sentinel-2: (a) 21 and (b) 26 March 2020; 

The effects of the blizzard (Sentinel-2 data) between the Însurăței and Zăvoaia: (a) 13 and (b) 26 January 2017 
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Abstract 

Persistent Scatterers Interferometry (PSI) is a remote sensing technique that has proven useful 

in mapping landslides. Landslides are natural hazards that are caused by geological, meteorological, 

and anthropogenic factors. They can have disastrous effects on human lives, infrastructure, and 

the environment. Therefore, their early detection and monitoring are critical for mitigating the 

risks associated with them. PSI has been found to be effective in mapping and monitoring landslides 

due to its ability to detect ground movements with high precision and over large areas. The principle 

of PSI is based on the interferometric phase differences between radar images acquired from a 

Synthetic Aperture Radar (SAR) sensor. The distance causes the phase difference between two 

radar images travelled by the radar signal between the satellite and the ground surface. This distance 

is affected by the topography and any changes in the ground surface, including landslides. By 

analysing the interferometric phase differences of a series of SAR images, PSI can detect and measure 

the magnitude of ground movements that occur between the acquisitions of the images. PSI works 

by analysing the radar images of an area acquired over a long period, typically several years. The 

images are processed to generate a coherence matrix, which is a measure of the similarity 

between two images. The coherence matrix is then analysed to identify stable points on the ground 

surface, known as Persistent Scatterers (PS). These points have a high coherence over the entire 

period of image acquisition, indicating that they have not undergone significant ground movements 

during this period. The PS points are then used as reference points to calculate the interferometric 

phase differences between subsequent radar images. Any changes in the phase differences are 

interpreted as ground movements, which are then mapped and monitored over time. PSI has 

several advantages over other remote sensing techniques for mapping landslides. Firstly, it can detect 

ground movements with high precision, typically within a few millimetres. This level of precision is 

critical for detecting small-scale ground movements that may indicate the early stages of a landslide. 

Secondly, PSI can map large areas over long periods, allowing for the identification of temporal 

patterns in ground movements. This information can predict the likelihood of a landslide and monitor 

its progress over time. Finally, PSI is insensitive to atmospheric conditions, making it a reliable technique 

for mapping landslides in areas with frequent cloud cover or precipitation. 

For the current study, the data provided by the European Ground Motion Service (EGMS) was used. 

EGMS is a European Union (EU) funded initiative that provides information on ground motion and 

deformation across Europe. The EGMS data products are available free of charge to registered users 

through a web-based portal. The portal allows users to access a range of data products, including 

ground motion velocity maps, time series of ground motion, and displacement maps. The data 

products are presented in a user-friendly format, allowing users to visualise and download the data 

for further analysis easily. 

The analysed area is located in the Subcarpathians and the Curbura Carpathians in Romania, an 

area heavily affected by landslides. The current study aims to create a current inventory of active slow- 

moving landslides, unlike similar studies that generated inventories of landslides regardless of the state of 
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the landslides. The spatial identification of a landslide was achieved by using the Getis-Ord Gi spatial 

clustering algorithm to identify areas, where persistent scatters are grouped. The algorithm, 

implemented in ArcGIS Pro software, was run on the mean velocity values extracted from the Ortho 

product offered by EGMS. Only the clusters formed for a confidence interval of at least 90% were 

retained. The state of the landslide was determined by applying the algorithms for identifying trends 

from a time series. Thus, only those points with a clear subsidence tendency were retained as active 

deformations. The spatial distribution of landslides located in areas without forest vegetation was 

obtained from the intersection of the spatial clusters with the points with a semi-significant trend. The 

automatically mapped landslides were validated by intersecting the points with an existing inventory, 

achieved through the interpretation of high-resolution aerial images. If at least one persistent point 

intersected a landslide, then it was considered a valid detection. Thus, more than 80% of the persistent 

points considered to be active landslides were validated. 

 

Figure 1.   Persistent Scatters showing surface deformations in mm over Bent Subcarpathians. 
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Abstract 
Landslides are a significant natural hazard that can cause severe damage to infrastructure and 

impact local communities' safety and prosperity. Accurate and reliable prediction of deformation 

caused by landslides is crucial to implementing effective disaster management strategies that can 

mitigate the risk of landslides and their impact on communities. This study proposes a comprehensive 

approach to landslide prediction in the Moio della Civitella region of southern Italy, a critical area that 

has experienced significant landslides that have impacted settlements and infrastructure. The study uses 

a CNN-LSTM algorithm with Spatio-Temporal dependency to predict cumulative deformation caused 

by landslides, employing geological, geomorphological, and geospatial data as predisposing factors. 

These factors include elevation, slope, Topographic Wetness Index (TWI), Stream Power Index (SPI), 

geology, flow direction, curvature, Normalized Difference Vegetation Index (NDVI), and land use. The 

Permanent Scatterer Interferometry (PSI) technique was used to obtain cumulative deformation data as 

labels, providing an extensive data set that allowed for accurate and reliable prediction of landslide 

deformation. The proposed CNN-LSTM algorithm integrates convolutional neural networks (CNNs) and 

long short-term memory (LSTM) networks to learn the spatio-temporal dependencies between 

landslides' predisposing factors and their cumulative deformation. This approach allows the algorithm to 

capture the complex relationships between the predisposing factors and the occurrence of landslides, 

resulting in a more accurate and reliable understanding of landslide dynamics. In comparing the 

proposed CNN-LSTM algorithm with other deep learning architectures and machine learning algorithm, 

we found that these models were less effective in predicting cumulative deformation caused by 

landslides based on the evaluation metrics. For example, the Support Vector Machine (SVM) model was 

found to be less effective as it cannot model spatio-temporal dependencies and is limited to linear 

decision boundaries. Similarly, other deep learning architectures, such as Recurrent Neural Networks, 

Gated Recurrent Units, and LSTM, were outperformed by the CNN-LSTM model. While these models are 

effective in modeling temporal dependencies, they do not consider spatial information, which can limit 

their ability to capture the complex relationships between predisposing factors and the occurrence of 

landslides. Table 1 compares the advantages and disadvantages of the proposed CNN-LSTM algorithm 

with Spatio-Temporal dependency to other deep learning architectures and machine learning 

algorithms. The table highlights the advantages of the proposed algorithm in learning spatio-temporal 

dependencies and integrating geological and geospatial data while acknowledging its potential 

limitations due to its complex architecture. In table 2, we compare the RMSE (root mean squared error), 

MAE (mean absolute error), R2 (coefficient of determination) and explained variance metrics for the 

proposed  CNN-LSTM  algorithm  with  Spatio-Temporal  dependency  and  other  deep  learning 

architectures and machine learning algorithms, which illustrates that the proposed CNN-LSTM algorithm 

with Spatio-Temporal dependency has the lowest RMSE and MAE, indicating that it has the highest 

accuracy in predicting cumulative deformation caused by landslides. The CNN-LSTM algorithm also has 

the highest R2 and explained variance metrics, indicating that it can explain a more significant 

proportion of the variance in landslide deformation. Overall, the proposed algorithm's superior 

performance in predicting cumulative deformation caused by landslides highlights the potential of 

deep learning algorithms to enhance landslide prediction and disaster management strategies. The 
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proposed algorithm can support effective decision-making, provide valuable insights for disaster 

management, and help mitigate the impact of landslides on local communities and infrastructure. 

 

Table 1. Comparing the advantages and disadvantages of the proposed CNN-LSTM algorithm 

with RNN, GRU, LSTM, and SVM 

 

Algorith

m 
Advantages Disadvantages 

CNN-

LSTM 

Learns spatio-temporal 

dependencies 
 Complex architecture may require more computation 

 resources 
 

RNN 
 Good for modeling temporal 

 dependencies 
 Cannot model spatio-temporal dependencies 

LSTM 
 Good for modeling temporal 

 dependencies 
 Cannot model spatio-temporal dependencies 

SVM Good for lineling temporal Cannot model spatio-temporal dependencies 

 

Table 2. Comparing four evaluation metrics between the proposed CNN-LSTM algorithm with 

RNN, GRU, LSTM, and SVM 

Algorithm RMSE MAE R2 Explained Variance 

CNN-LSTM 0.1879 0.1763 0.8956 0.8972 

RNN 0.8734 0.9378 0.7387 0.7391 

GRU 0.6259 0.8572 0.7756 0.7775 

LSTM 0.4719 0.5020 0.7571 0.7583 

SVM 1.1087 1.0861 0.4389 0.4422 
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Abstract 

Desertification, a kind of land deterioration attributed to both natural processes and anthropogenic 

activity, is becoming an increasingly pressing issue in Kenya. The process is exacerbated by climate 

change, which in turn leads to a decrease in agricultural output and an increase in the susceptibility of 

the local people to a myriad of other problems. The purpose of this study is to investigate and discuss the 

challenges that prevent Kenya from successfully adopting remote sensing policies particularly for use in 

early warning in order to combat desertification attributed to climate change. It also explores the 

possibilities that exist and the way forward for incorporation of remote sensing in early warning systems. 

The use of remote sensing technology has the potential to make a substantial contribution to the fight 

against desertification by delivering information that is both timely and accurate on the condition of the 

areas in question.  This information may be used to involve stakeholders and improve their engagement 

in the execution of policies. This study investigates the feasibility of utilizing remote sensing to facilitate 

stakeholder participation in the development of desertification prevention policies in Kenya. Remote 

sensing data and information can be utilized to provide stakeholders with visual representations of the 

effects of desertification and facilitate assessment of the efficacy of desertification mitigation initiatives. 

Both climate change and remote sensing are overarching in nature and have an interdisciplinary 

characteristic that attract multiple stakeholders. The aforementioned attributes, are instrumental in 

combating desertification. However, in order to fully harness the promise of remote sensing, there are a 

number of challenges that need to be addressed. These constraints include weak policies, unavailability 

and inaccessibility of data, limited technological capability, and the requirement for inter-disciplinary 

collaboration. The findings of this study show the necessity for ongoing research and investments in remote 

sensing technology as a means to promote successful stakeholder participation in efforts to mitigate 

desertification in Kenya. 
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Abstract 

As biotic and abiotic stresses can have adverse effects on yield and quality, information on their presence 

and severity is vital for effective crop management. The applicability of various remote sensing 

technologies (spectroscopy, thermography, LiDAR, fluorescence sensing) for detecting stress responses 

has been widely demonstrated. Each of these sensors can provide information on different physiological 

responses, i.e. hyperspectral imagery is sensitive to changes in leaf biochemical properties, thermography 

to alterations in transpiration, LiDAR to structural changes, and chlorophyll fluorescence to changes in 

photosynthesis. Combining information from such a range of sensors could therefore enhance the ability 

to quantify the stress level and diagnose its cause. However, most remote sensing research still focuses on 

utilisation of a single modality, predominantly focusing on spectral responses with the main limiting factor 

so far being data availability. The emergence of miniaturised multi-sensor arrays deployable on Uncrewed 

Aerial Vehicles (UAVs) has opened new possibilities. Over the last decade, UAVs have become a 

ubiquitous tool for environmental monitoring, providing a cost-effective alternative for surveys at local 

scale for applications which simultaneously require high spatial level of detail, such as precision 

agriculture. Yet explorations into multi-modal approaches and how they can contribute to detailed 

monitoring of stress levels and their causes has so far been limited. 

We aimed to address this gap by exploring how different modalities can complement each other, 

focusing on improved detection of two commercially important diseases in seed potatoes, which 

produce a range of different infection symptoms: (i) late blight caused by bacterial infection with Erwinia 

spp. and (ii) the Potato virus Y (PVY). Further variability was added through incorporation of multiple 

potato varieties, which have shown varying levels of resistance to infection, within our trial. Throughout 

the growing season the condition of each plant was monitored on a weekly basis by a certified disease 

expert; exact locations of each diseased plant were recorded using a GNSS receiver. Following these 

visits we collected UAV-borne VNIR hyperspectral (Headwall Nano-Hyperspec), thermal (FLIR Tau 2) and 

LiDAR (Velodyne Puck) data, capturing symptoms development over time. In the analysis, we focused 

on derivation of plant-specific responses for which individual plants were segmented through point cloud 

clustering based on initial planting locations – these were mapped using a UAV RGB dataset collected 

soon after potato plant emergence. In this contribution, we will present preliminary results of investigations 

into (i) the disease diagnostic capabilities of the used modalities, (ii) how the importance of key plant-

level metrics changes throughout the growing season, and (ii) the potential of multimodal remote sensing 

for differentiation between different diseases. 
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Figure 17.  Simplified conceptual diagram of the study. 
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Abstract 

 
Pathogens pose a significant threat to the health and productivity of vineyards worldwide. One of 

the most common and destructive pathogens affecting vineyards is Uncinula necator (U. necator), 

commonly known as grapevine powdery mildew. This fungal pathogen can infect all parts of the 

grapevine, including leaves, shoots, flowers, and fruit, causing significant damage to grape crops and 

reducing their quality and yield. The spread of this pathogen can also lead to a decline in vineyard 

health and productivity over time. Therefore, understanding the biology, ecology, and management 

strategies for grapevine powdery mildew and other pathogens is critical for maintaining the 

sustainability and profitability of vineyards. The study is focused on mapping several pathogens that can 

affect vineyards and compromise the annual yield by using object detection techniques based on 

convolutional neural network. 

The study site is located in Ștefănești, a town located in Pitești county from Romania in the vineyard 

of the INCDBH Ștefănești. During a period between 2021 and 2022 images with several pathogens were 

collected with the Samsung phone (connected to a Flir device). The temporal and spatial distribution 

of the pathogen U. necator was monitored using a local meteorological station and the 

microclimate conditions of the study area were recorded. To map the U. necator distribution, images 

in both the visible spectrum and images in the thermal infrared spectrum were collected. The 

images from the thermal infrared spectrum were used to identify the thermal stress determined by 

the presence of the pathogen and based on that to detect the pathogen only on thermal stress. Also, 

the fusion between the thermal infrared spectrum and the visible spectrum was achieved, at the 

level of the Flir sensor. These images, RGB, thermal and false-color RGB-thermal, were used for 

sampling using the labelImg program. The samples were collected in PascalVOC format. 

For the detection of the pathogen U. necator, the convolutional neural model Single Shot Detector 

was tested and trained. Single Shot Detector has two components: backbone and head. The 

backbone component is an image classification network pre-trained to recognize certain features. This 

is usually a network like ResNet, Inception V3 etc trained on ImageNet from which the final fully 

connected classification layer has been removed. SSD head is just one or more convolutional layers 

added to the backbone, and the outputs are interpreted as spatially localized object classes. Several 

training sessions with different sizes were run for the collected samples. Because the size of the images 

taken with the phone were very large and introduced noise in the training process, the images were 

cropped to smaller tiles. Several tests were made with different tile sizes and only the tiles with sizes of 

128 pixels and 256 pixels were retained. Models with samples larger than 256 pixels gave unsatisfactory 

results and were abandoned. The algorithm used for cropping the images is based on ArcGIS Pro. To 

enhance and increase the number of images, several transformations were applied automatically by 

the ArcGIS Pro tool. For each tile size, a stride of half of the tile size was used, thus increasing the number 

of tiles generated for the training process. In this context, several models were used, including 
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EfficientNet0 with TensorFlow Lite object detector, RetinaNet with backbone ResNet50 and ResNet152, 

and Single Shot Detector with backbone ResNet50 and ResNet152, utilizing PyTorch and OpenAI. The 

use of pre-processed images helps to improve the accuracy of the models by reducing noise and 

unwanted features, allowing them to focus on the specific patterns and features indicative of vineyard 

pathogens. Successful deployment of these models could help growers and winemakers detect and 

respond to disease outbreaks quickly, leading to improved crop yields and the quality of the wine 

produced. 

Using the previously mentioned models we have been able to obtain the following results, where the 

percentage refers to the Average Precision Score: 

1) For the images with the tile of 256x256 pixels: 

• SingleShotDetector with resnet50 backbone: UN: 52%, PV: 18%, T: 55%; 

• SingleShotDetector with rasnet152 backbone: UN: 52%, PV: 19%, T: 57%; 

• RetinaNet with rasnet50 backbone: UN: 22%, PV: 18%, T: 26%; 

• RetinaNet with rasnet152 backbone: UN: 2%, PV: 1%, T: 19%; 

• Tensorflow Lite EffiecentNet0: UN: 23%, PV: 0%, T: 9%. 

2) For the images with the tile of 126x126 pixels: 

• SingleShotDetector with resnet50 backbone: UN: 47%, PV: 26%, T: 55%; 

• SingleShotDetector with rasnet152 backbone: UN: 46%, PV: 26%, T: 57%; 

• RetinaNet with rasnet50 backbone: UN: 40%, PV: 25%, T: 42%; 

• RetinaNet with rasnet152 backbone: UN: 41%, PV: 33%, T: 42%; 

• Tensorflow Lite EffiecentNet0: UN: 25%, PV: 0%, T: 12%. 
 

 
Figure 1. Vineyards pathogens detection using Single Shot Detector 
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Abstract 
 

Climate change, anthropopression and the process of occupying new habitats by invasive species 

are the greatest threats to biodiversity (Perera et al., 2021). The research problem remains an 

implementation of effective monitoring methods and protection of native flora. The task is regulated 

by both national and international law, e.g., the European Union Regulation issued in 2014 (No. 

1143/2014), introducing, among others, list of invasive alien species, which should be monitored in the 

scale of the EU countries. Due to the regulations, interest in the use of satellite techniques for 

mapping invasive plants has increased in recent years, but so far the research has been carried 

out locally, using hyperspectral airborne data or high-resolution UAV or satellite data. Sabat-Tomala 

et al. (2020) based on hyperspectral HySpex images, the Radom Forest (RF) and Support Vector 

Machine (SVM) algorithms, classified three species of invasive plants, achieving high accuracy 

oscillating around 0.90 of the F1- score. Akandil et al. (2021) for the detection of goldenrod (Solidago 

gigantea) used an approach using multispectral images obtained with a drone, which, using the 

Maximum Likelihood algorithm, allowed to achieve 95% of the producer (PA) and user (UA) accuracies. 

Our research focusses on Solidago spp. mapping based on multi-temporal Sentinel-2, RF and SVM 

classifications. For this purpose, based on field research, we created training and verification polygons 

from the Silesian-Cracow Upland, which is characterized by a large share of agricultural and industrial 

areas, which allow for intensive invasions of Solidago spp. 

 
Figure 1. Long and intensively blooming goldenrod is a valuable source of nutrients for numerous 
insects that contribute to the intensive spread of the alien invasive plant species. 
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We created two classification scenarios, including only polygons with homogeneous goldenrod patterns, 

and the second case based on a mix of goldenrod with other plants, e.g., bushes. We used an iterative classification 

method (100-fold classification randomized selecting training and verification pixels each time to capture the 

varying patterns of invasion outposts and the core surfaces). In both cases and for the tested algorithms, high 

accuracy results were obtained, amounting to: 0.85 of the median F1-score value for the mix class for both 

RF and SVM, from 0.94 to 0.96 for goldenrod in the classification variant with the mix class, and 0.93-0.94 for 

homogeneous patterns. 

The presented results are satisfactory and comparable with those of other authors; Nkhwanna et all (2022) 

classified the invasive shrub Serephium plumosum on the Senitnel-2 data with 97% overall accuracy for 

Random Forest and 95% for Support Vector Machine, also Ade et all (2022) obtained 79% PA and 91% UA for 

two invasive aquatic macrophytes identified in the Sentinel-2 images. 

The developed methodology confirms the usefulness of Sentinel-2 data for effective monitoring of the tested 

plant, which sets a new direction in preventing its invasion of other areas. The right solution seems to be the 

adoption of a variant that identifies the places of homogeneous patches of goldenrod and heterogeneous 

communities, as they are the next outposts of the invasion, key to distinguishing in order to quickly implement 

preventive measures.  

Detailed research results will be presented during the conference. 

 

Funding: This research received funding (including publishing costs) from the European Union’s 

Horizon 2020 research and innovation program under the Marie Skłodowska-Curie grant agreement No. 

734687 (H2020-MSCA-RISE-2016: innoVation in geospatial and 3D data—VOLTA) and the Polish Ministry 

of Education and Science (Ministerstwo Edukacji i Nauki—MEiN) in the framework of H2020 co-

financed projects No. 3934/H2020/2018/2 and 379067/PnH/2017 for the period 2017–2022. 
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Abstract 

Japanese knotweed (Fallopia japonica) is a species of fast growing herbaceous perennial plant 

considered as an invasive alien species in many European countries. The rapid proliferation of this plant, 

by rhizomes, is strongly accelerated by human activities and climatic events, such as the July 2021 floods 

that occurred in Wallonia, southern Belgium. Movement of contaminated land and transport of rhizome 

fragments by waterways are indeed the primary pathways of expansion for this species in this 

geographical context. This makes the dynamic inventory of the resource in the field complex. To this end, 

this research studies the opportunities offered by Earth observation (EO) by focusing on two aspects: (1) 

the site-specific characterization of a large knotweed colony using multispectral data (RedEdge MX Dual 

Camera System – 10 spectral bands) acquired by drone (DJI M600 Pro) and (2) the replicability of the 

classification scheme on regional EO datasets.  

In (1), this research analyses a monthly time series of 11 drone coverages (from September 2020 to July 

2021) over a known colony located on a brownfield in the municipality of Beyne-Heusay, suburb of Liège. 

Compared to the surrounding vegetation, the Japanese knotweed shows atypical growth profiles and 

spectral signature. Indeed, the knotweed grows up to 3-4 meters high in summer and falls back to ground 

level in late winter. During winter, knotweed presents itself as a dry homogeneous vegetation cover due 

to its inhibiting properties completely crowning out any other species. We implemented a solution 

exploiting Python, Jupyter Notebook and ArcGIS Pro to derive 14 spectral and bi-temporal indices, 

performed pixel-based classification approaches. Our first conclusions highlight the need for very high 

spatial (<10cm) and spectral resolution (RGB-RedEdge-NIR). The complementarity of seasonal spectral 

and altimetry (digital surface models) data is demonstrated by obtaining the highest F1-score (0.87). 

Combining early fall and early spring coverages seems the most relevant to discriminate Japanese 

knotweed from other vegetation species. 

Regarding (2), such conclusion limits the regional replicability of the approach at this time given the 

currently existing regional datasets. The lack of available earth observation dataset with both sufficiently 

high spectral and spatial resolution seems difficult to fill. The size of knotweed colonies prevails the use of 

Sentinel-2 satellite imagery, even though its spectral and temporal properties could have been promising. 

However, the short-term prospects are much more promising. Indeed, Wallonia is reinforcing its airborne 

data acquisition strategy by aiming at two annual acquisitions (spring and autumn) of RGB-NIR 

orthophotos and digital surface models starting 2022, and is studying the refinement of these acquisitions, 

currently at 25 cm spatial resolution, towards 5 cm data.  

Another use of regional datasets is demonstrated: the historical orthophotos time-series date back to 

1971, with annual coverages starting in the 2000s. This allows tracking the initial appearance, and so 

possibly the responsible landowner at that time, and growth of inventoried knotweed colonies. As an 

example, the previously mentioned colony in Beyne-Heusay appeared on the site around 1994, with a 
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calculated mean growth of 150 m² per year. The climax was reached in 2018. Since then the colony has 

not been growing significantly more, as it colonized all of the available open spaces in the area.  

Future research will aim to transpose the drone approach to other study sites, for a fine quantification of 

land stocks to be treated, and to exploit the new regional airborne data to assess the regional resource. 

A scientific watch will be carried out to follow the evolution of satellite sensors, whose constant evolution 

in resolution will contribute to an improvement of the classification potential.  

 

Figure 18. Summer phenology and spectral profiles of 3 phenological stages of Japanese knotweed. 
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Abstract 
The relationship between ozone levels and crop health is complex and multifaceted. In low 

concentrations, ozone can act as a natural pesticide and provide a mild stress that can increase 

the plant's resistance to diseases and pests. However, at high concentrations, ozone can cause 

significant damage to crops, reducing their growth, altering their physiology, and decreasing their yield 

and quality. The consequences of exposure to high levels of ozone include damage to the leaves of 

crops, resulting in visible symptoms such as chlorosis, necrosis, and stunted growth. This can 

lead to reduced photosynthetic efficiency, which in turn affects the plant's overall growth and 

productivity. In some cases, exposure to high levels of ozone can also increase the plant's susceptibility 

to other stress factors, such as drought, disease, and pests. To maintain the health and productivity of 

crops, it is important to keep ozone levels within a certain range. 

The use of remote sensing data and machine learning techniques has the potential to revolutionize 

the way we assess the impact of ozone on crops. Using the vast amounts of data generated by 

remote sensing satellites and using advanced machine learning algorithms, it is possible to develop 

models that accurately predict the impact of ozone on crops and provide valuable insights into 

the relationship between ozone emissions and crop health. 

The Sentinel-5P and Sentinel-2 satellite missions provide an opportunity to study the impact of ozone 

on crops using remote sensing data and machine learning. This study aims to assess the impact of ozone 

on crop health and productivity using data from these missions and assimilated open-source remote 

sensing data from the Google Earth Engine platform. One of the challenges in studying the impact of 

ozone on crops is the interaction between multiple factors that affect crop health and productivity. 

This study will address the aforementioned challenge by incorporating an integrated approach that 

investigates the relationship between the Normalized Difference Vegetation Index (NDVI), 

precipitation, soil pH, and ozone emissions in crop monitoring using a machine learning approach. 

This will be done by analyzing the spectral properties of crops in the study area, including the 

reflectance and thermal properties, and comparing them to the ozone concentrations measured by 

Sentinel-5P's TROPOMI. Additionally, other parameters such as crop type, crop stage, and 

surrounding land use will be considered to gain a comprehensive understanding of the impact of 

ozone on crops. 

The results of this study will provide valuable insights into the impact of ozone on crops and contribute 

to the development of strategies to mitigate the negative effects of ozone on crop health and 

productivity. Furthermore, this study will demonstrate the potential of using open-source remote 

sensing data and machine learning techniques to assess the impact of environmental stressors on 

crops and support informed decision-making in agriculture. 
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Figure 1. (a) Mean Ozone concentrations over Europe and their seasonal variations derived from Sentinel-5P for 

period 2019-2022 (b) European crop type map based on Sentinel-1 and LUCAS Copernicus in-situ observations for 

2018 . and (b) example of ozone injury on common wheat [2] 

 

1)  d’Andrimont, R. Verhegghen, A., Lemoine, G., Kempeneers, P., Meroni, M. & van der Velde, M. 

(2021). From parcel to continental scale – A first European crop type map based on Sentinel-1 

and LUCAS Copernicus    in-situ    observations,    Remote    Sensing    of    

Environment,    266, https://doi.org/10.1016/j.rse.2021.112708. 

2) Harmens, H., Mills, G., Hayes, F., Sharps, K., & Frontasyeva, M. (2014). Air pollution and vegetation: ICP 
 Vegetation annual report 2013/2014. 

 

This study was carried out within the funding of the National Research Center for Agricultural Technologies 

(AGRITECH) from the European Union Next-GenerationEU Piano Nazionale di Ripresa e Resilienza (PNRR)–

M4C2 Investimento 1.4–D.D. 1032 17/06/2022, CN00000022–CUP HUB B63D21015240004. 
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Abstract 

Land cover information is essential in European Union spatial management, particularly invasive species, 

natural habitats, urbanization, and deforestation; therefore, the need for accurate and objective data 

and tools is critical. For this purpose, the Corine Land Cover (CLC) was created. Intensive works are 

currently being carried out to prepare a new version of CLC+ by 2024. The geographical, climatic, and 

economic diversity of the European Union raises the challenge to verify various test areas methods and 

algorithms. In the frame of this presentation, multitemporal (spring, summer, autumn) Sentinel-2 and 

Landsat 8 satellite images were tested to assess classification accuracy and regional and spatial 

development in three varied areas of Catalonia, Poland, and Romania keeping all Corine LC program’s 

precise guidelines. The proposed method is based on two machine learning algorithms, Random Forest 

and Support Vector Machines, with four different kernels functions (linear, polynomial, radial kernel 

function, and sigmoid). The classification procedures were conducted using the open-source R 

programming language. The algorithms learning parameters were optimized using the grid search 

method, where each combination of the parameters is checked from the pool of parameters. The bias 

of classifications was reduced using an iterative accuracy assessment, which was repeated 100 times. 

Training and testing datasets were randomly selected in the 50:50 ratio; it was ensured that they were 

divided according to their belonging to a polygon in order to meet the condition of their independence. 

Then training of Random Forest and Support Vector Machines classifiers and classification accuracy 

results were saved for each classification. For the final map production, models with the highest average 

F1-score for all scenario classes were selected. The ease of the implementation of the used algorithms 

makes reproducing the results possible and comparable. The results show that Sentinel-2 satellite images 

allowed to classify land cover with better overall accuracy (8–10%) than the Landsat 8 data. Support 

Vector Machines algorithm with an RBF kernel function achieved the best results and obtained higher 

overall accuracy results (6–7%) than Random Forest. The best classification results were achieved for 

classes: sea and ocean (F1-score: 100%), water courses (F1-score: 98%), water bodies (F1-score: 97%), rice 

fields (F1-score: 96%), beaches, dunes, sands (F1-score: 95%), vineyards (F1-score: 94%), coniferous forests 

(F1-score: 94%). The classes characterized by discontinuity and fragmentation obtained lower accuracy 

results than compact homogeneous large-area classes. The difficulties in classification were found in 

heterogeneous classes, containing many elements of coverage simultaneously, e.g., principally 

occupied by agriculture, with significant areas of natural vegetation (F1-score: 67%), transitional 
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woodland/shrubs (F1-score: 65%), and olive groves (F1-score: 32%). The high accuracy classes that can 

be updated and classes that should be redefined are specified. The methodology’s potential can be 

used by developers of CLC+ products as a guideline for algorithms, sensors, possibilities, and difficulties of 

classifying different CLC classes.  
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Abstract 

 Up to date maps and reliable information on land cover and land use status is important in many 

aspects of human activities, such as urban planning, management of natural resources, environmental 

protection and sustainable development. The open data policies and increasing number of reference 

datasets available on national geoportals popularized the land cover classifications and results in the 

increasing number of global land cover products. The selection of appropriate and reliable database, 

knowledge and understanding of the process of reference data collection is crucial for land cover 

classification accuracy. Selection of reference data and appropriate pre-processing can be a 

challenging task in the process of preparation of reference samples. Reference samples are quite often 

selected based on the existing land cover products, which may result in the error propagation. 

Furthermore, collection of in situ data on the ground is expensive, time-consuming and often difficult in 

particular over a large area. On the other hand, creating reference samples manually based on, for 

example, aerial orthophotos is time consuming and subjective. Therefore, it is very important to apply the 

automated method for assessing of thematic and geometric accuracy of the reference samples. In this 

study, we examined the impact of the selection of the reference samples for the classification accuracy. 

The land cover classification was carried out using the Random Forest algorithm based on satellite 

Sentinel-2 data for the Viken county in Norway. The following ten land cover classes were mapped: sealed 

surfaces, woodland coniferous, woodland broadleaved, low vegetation, permanent herbaceous, 

periodically herbaceous, mosses, non- and sparse vegetation, water, snow and ice.  

The main aims of this study are i) to examine how the selection of the reference samples may affect 

the classification accuracy, ii) to derived the best possible land cover classification, iii) to examine 

whether the use of detailed Digital Elevation Model (DEM) can improve the classification accuracy. Firstly, 

we performed the classification using the automatically selected reference sampling points derived 

directly from the national databases. Secondly, we focused on automated approach of creating and 

filtering reference samples to achieve the most reliable set of reference points. We carried out the 

detailed analysis of the spectral signatures through the analysis of the histogram for the main land cover 

classes. Due to the definition of classes in the national databases or methodological issues, some of the 

sampling points had to be removed, for example points assigned to woodland classes, which overlaid on 

the clearcuts. Histograms were analysed especially for woodland broadleaved, woodland coniferous, 

sealed surfaces, mosses and wetland classes, because for these classes obtaining the most reliable set of 

reference samples seem to be the most difficult without filtering. The difficulty arises from the scale and 

level of generalization of the reference data. Then, the pre-selected reference sampling points were used 
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to perform the classification. The comparison of both classification results revealed that the accuracy of 

selected classes has increased after the pre-selection of reference samples. Figure 1 show the change of 

the accuracy of woodland broadleaved and woodland coniferous, after filtration of reference samples 

the overall accuracy increase from 50.6% to 72.5%, and from 88.4% to 93.2%, respectively. The highest 

increase by 40.7 percentage points (from 33,3% to 74,0%) was achieved for non- and sparse vegetation 

class. This shows the significance of control of automatically created samples.  

 The set of pre-selected reference samples was used to classify the land cover over the entire study 

area. Then, we examined, whether including the DEM in the classification process can improve the 

classification accuracy. Using the DEM improved the user’s (UA) and producer’s (PA) accuracy for nine 

out of ten land cover classes. The highest improvement of PA was observed for classes located at higher 

altitudes: low vegetation (from 75.9% to 84.7%) and non- and sparse vegetation (from 81.3% to 85.8%). 

DEM was also the most informative variable in the classification.    

The research leading to these results has received funding from the Norway Grants 2014-2021 via 

the Polish National Center for Research and Development - project InCoNaDa “Enhancing the user 

uptake of Land Cover / Land Use information derived from the integration of Copernicus services and 

national databases”. 

 

 

 

Figure 19.  Effect of filtration of reference samples points on misclassification between classes, (a, c) 

misclassification of automatically created points samples, (b, d) misclassification of filtered points samples.  
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Abstract 

The LUCAS (Land Use and Coverage Area frame Survey) dataset is a unique source of in-situ data 

covering almost the entire European continent. It consists of points distributed in a regular grid providing 

a range of information, including mainly land cover and land use information. The LUCAS dataset is 

provided and maintained by Eurostat. The dataset has been updated every three years since 2006, with 

the latest version released in 2018 (2022 data are under preparation). However, the limitation of the 

original data is its distribution. From the official website (Eurostat 2023) the LUCAS dataset can only be 

downloaded in CSV (Comma Separated Values) table format, either country by country or all points at 

once. This way of distribution is not the most suitable from the point of view of the potential user, because 

it forces the user to preprocess the data first in order to be able to use the dataset for GIS (Geographic 

Information System) analysis, land cover product validation or classification model calibration as for 

instance. Another problem is the inconsistency of the data across years. The LUCAS dataset currently 

contains nearly 100 attributes for each point. These attributes have been successively evolved (new 

added, removed, renamed, changed coding) during the years. This fact limits the ability to work with the 

original LUCAS dataset for possible multitemporal analyses or other applications where the user would like 

to use data from more than one year, and therefore harmonization was necessary to apply. 

Therefore, we decided to create an open-source system ST_LUCAS (SpaceTime_LUCAS) for harmonization 

and distribution of the LUCAS dataset (https://geoforall.fsv.cvut.cz/st_lucas/). It provides data through an OGC 

(Open Geospatial Consortium) compliant interface. The full architecture of the system and the LUCAS 

data harmonization process is described in Landa et al. 2022. A user accessing the harmonized data has 

two options. One is to access it using the Python API (Application Programming Interface), which allows 

easy implementation into automated workflows (https://geoforall.fsv.cvut.cz/st_lucas/api). Interested users can 

use the developed ST_LUCAS tutorials (https://geoforall.fsv.cvut.cz/st_lucas/api/tutorials.html). The second 

option is to use the QGIS plugin (https://geoforall.fsv.cvut.cz/st_lucas/qgis_plugin/) serving as the ST_LUCAS GUI 

(Graphical User Interface) integrated into open source QGIS platform.  

Unlike the official distribution, the user can download a predefined subset using spatial (country, map 

canvas, user-defined polygon), temporal, and thematic filters, eliminating the need to download the 

entire LUCAS dataset. The data is received in GPKG (OGC GeoPackage) format, which allows easy work 

with it in both GIS and Python environments. In addition to these improvements regarding the accessibility 

of the LUCAS dataset, we also addressed the aforementioned harmonization, which included both 

attribute and coordinate harmonization. We considered the 2018 version of the dataset, which is currently 

the most recent and therefore the most developed, as the reference and the other years were therefore 

harmonized according to it. However, the system is also ready to process the forthcoming 2022 version of 

the dataset, which, according to the first research, should not differ substantially from 2018. In case of 

https://geoforall.fsv.cvut.cz/st_lucas/
https://geoforall.fsv.cvut.cz/st_lucas/api
https://geoforall.fsv.cvut.cz/st_lucas/api/tutorials.html
https://geoforall.fsv.cvut.cz/st_lucas/qgis_plugin/
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work with multi-temporal data, i.e. work with LUCAS data from multiple years, the function of the so-called 

space-time aggregation was implemented, which aggregates multiple measured points over the years 

into one record in the attribute table. Further on, analytical functions for aggregation and translation of 

LUCAS nomenclature have been added to the system. Besides information on individual points, Eurostat 

also provides photographs showing the location of a particular point and views in the four cardinal 

directions. Therefore, we have added the ability to easily view the photos for individual points, either again 

using the Python API or using the QGIS plugin. 

The source code of the ST_LUCAS software components is available from Gitlab repositories 

(https://gitlab.com/geoharmonizer_inea/st_lucas). 

 

 

Figure 20.  ST_LUCAS QGIS plugin (highlighted by a red box) retrieving harmonized LUCAS data for the 

selected Area of Interest (background basemap: OpenStreetMap—public WMS view service). The LUCAS point 

symbology indicates the first level of the LUCAS land cover nomenclature (8 basic classes). 
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Abstract 
Germany aims to reduce the rate of soil sealing to less than 30 hectares per day by 2030. However, 

despite this goal, the rate of soil sealing remains well above this target. This expansion of impervious 

surfaces, such as roads, parking lots, and buildings, has negative impacts on the environment, including 

loss of biodiversity, increased runoff, flooding, and altered water cycles. As cities adapt to a changing 

climate, high-resolution information about the distribution of impervious surfaces is becoming 

increasingly important for urban planners and decision-makers. Currently, Germany’s soil sealing rate 

is measured on ground-based land use information provided by the Official Real Estate Cadastre 

Information System (ALKIS). However, due to changes in the data model and data collection in 2016, 

there are inconsistencies and breaks in the time series, making it difficult to accurately assess the 

distribution and changes of impervious surfaces. Moreover, ALKIS land use data does not specifically 

provide information on impervious surfaces as land cover, requiring the use of statistical methods 

to approximate this information. Therefore, there is a lack of sufficient high-resolution spatially 

explicit datasets about the distribution of impervious surfaces. 

This study aims to address the need for sufficient datasets to support urban planning processes on 

a local to regional scale. The objective of this study is to develop a methodology that 1) enables 

meter- precise mapping of impervious surfaces, 2) is easily transferrable, and 3) considers both freely 

available data and free computing. The study area is located in the city of Wuppertal in the federal 

state of North Rhine-Westphalia (NRW), Germany. Wuppertal was chosen due to its heterogeneous 

land cover, including a steep gradient of rural and urban areas. This study proposes a method based 

on free and official remote sensing data such as high-resolution colour-infrared orthophotos (0,9 m), 

digital elevation models, and vector data from 2021. The free cloud-processing platform Google Earth 

Engine (GEE) is used to provide fast computation. In the first step, a remote sensing-based mapping 

approach is conducted, using a pixel-based random forest (RF) classification process that utilizes a 

combination of spectral indices, such as the Perpendicular Impervious Surface Index (PISI), Gray-Level 

Co-occurrence (GLCM)  texture  features,  and  topographic  features  (elevation  and  slope).  

This  provides  a straightforward and effective method for mapping impervious surfaces. To reduce 

problems of high- resolution images such as shadow or high intra-class spectral variability, the RF 

classification result is subsequently superimposed with selected ALKIS ground-based vector data. To 

ensure that only relevant ALKIS data is utilized, an examination of misclassified validation points from 

the RF classification result is conducted, resulting in the selection of only those ALKIS data that 

contribute to the development of a robust impervious surface map. 

The results show that the proposed method allows for meter-precise mapping of impervious surfaces 

in the study area. According to the results, 43,49 km² of Wuppertal’s total area is impervious. 

Corresponding to a proportion of impervious surfaces of 25,82%. The RF classification results showed an 

overall accuracy (OA) of 92.31% and a Kappa-Coefficient (KC) of 84.62%. The superimposition of ALKIS 

land use data led to an increase in OA of 4% and in KC of 8%. While problems caused by the high 

spatial resolution of the orthophotos still persist, the use of ALKIS road network data effectively reduced 

deficits of shaded and obscured impervious surfaces, especially in settlement and traffic areas, which 

increased the robustness of the created map to a certain extent. The proposed method generated the 
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recent most detailed remote sensing-based map of impervious surfaces for the city of Wuppertal, 

providing improved knowledge of the distribution of impervious surfaces for urban and rural areas. 

Mapping impervious surfaces, particularly using high-resolution imagery, is a challenging task that 

requires ongoing research and approaches to solutions. An opportunity for future research could be 

to introduce different types of impervious surfaces to better differentiate their impact and severity 

in a spatial context. Additionally, the methodology could be improved, for example, by using object-

based image analysis in GEE to effectively face intra-class spectral variability, as well as the 

integration of additional ground-based data sources such as green cadastre data to optimize 

the ALKIS road network. 

 

 

Figure 1.  High-resolution map of impervious surfaces in the city of Wuppertal in 2021 
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Abstract 
By 2050, two-thirds of the population is expected to live in cities. With this continuously increasing urban 

population and its footprint, sustainable urban development requires the assessment, mapping, and 

modelling of urban environments with high spatial detail. This is particularly true since the impacts of 

progressing anthropogenically induced climate change also affect an increasing number of cities and 

agglomerations in temperate climate zones. Machine learning-based urban models are recognized 

as one of the main tools for urban monitoring in terms of description, explanation, planning, and 

future prospects of urban growth. These models rely on accessible, accurate, and temporally and 

spatially detailed input data on settlement patterns. Recently, satellite-based global urban 

datasets have emerged,  providing  researchers  with  human  settlement  footprints  with  

associated  historical development, such as the Global Human Settlement Layer (GHSL) and the 

World Settlement Footprint Evolution (WSF Evo). Furthermore, the Ohsome Application Programming 

Interface enables scientists to access historic OpenStreetMap (OSM) data, making it the most 

used volunteered geographic information system worldwide. However, studies which focus on 

spatially explicit geosimulation of future urban growth based on OSM data are lacking. This is also true 

for studies comparing the geosimulation potential of open global urban land cover or land use 

products and their applicability at the regional level. Therefore, the objective of this contribution was 

to carry out a regional study on future settlement developments in the context of environmental 

effects. This was executed through the calibration, validation, implementation of WSF, GHSL, and 

OSM data for simulation of urban growth. Global Earth observation-based settlement datasets were 

utilized for regional planning purposes, which had vast temporal extensions (1975–2015 GHSL), the 

highest temporal resolution (annually from to 1985–2015, WSF), and most up-to-date data (OSM). The 

CA used in this study was the SLEUTH Urban Growth Model (UGM), which is one of the most recognized 

urban growth models in the world. The study area is the metropolitan area of Ruhr in Western Germany 

and was chosen for its challenging polycentric structure for bottom-up machine learning models. The 

three global datasets were compared with a national- administrative dataset, assuming a higher 

accuracy of settlement information than the global datasets. The Digital Land Cover Model (DLM) 

for Germany (German “Digitales Landbedeckungsmodell für Deutschland”, LBM-DE, until 2012 

DLM-DE) was based on selected areal object types of the authoritative ATKIS® Basis-DLM 

including areas of settlement, traffic, vegetation, and water bodies, which were adapted as a 

modified form to tailor for the specific requirements of CORINE Land Cover nomenclature. The 

minimum mapping area of the dataset was 1 ha. The spatial simulation results for 2030 were 

combined with two maps of environmental phenomena: frequent flood risk and less favorable/ 

unfavorable thermal conditions. 

The results show, that all models reach very high accuracy levels in terms of quantity and allocation, 

while the area of new settlements range from 40.77 km2 to 477.91 km2. The OSM-based CA was 

calibrated with the most recent datasets. The WSF-based CA showed a higher certainty than the other 

three CAs which were tested (Fig. 1a). The older the OSM data, the higher the probability of type-I errors 
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(false positives). The global WSF-Evo dataset outperformed the national LBM-DE dataset. The latter met 

the null resolution only at a level where one pixel was approximately the same size as the entire study 

area. All models showed a similar relative portion of new settlement areas affected by floods; however, 
they varied in terms of areas affected by unfavorable thermal conditions (Fig 1b). 

In conclusion, the study demonstrates that historic OSM data can be utilized for training cellular 

automata to geosimulate future settlement growth. In addition, it also shows the applicability of global 

Earth observation-based urban data sets for regional geosimulation purposes and the effects 

of different input data on the accuracy, certainty, quantity, and allocation performances of 

model simulations of future conditions. Future research needs to focus on the definition of “urban” 

in global products. The global earth observation-based datasets (GHSL and WSF Evolution) used in 

this study focused on urban land cover (i.e., primarily impervious surfaces). The administrative data 

(LBM-DE) and OSM-derived data also considered urban land uses, such as urban recreational 

areas and leisure facilities. Open spaces within an urban area were the first to experience edge 

expansion, which is the most dominant growth type of CA. 

 

 

Figure 1. a) Violin plot depicting the outcome 100 Monte Carlo simulation runs of the five implemented CA. b) The 

historic settlement development (i), the probability of future settlement allocations after 100 Monte Carlo simulation 

runs (ii), and the allocation of new settlement areas in regions of HQfrequent areas (i.e., flood affected areas), in areas 

with a less favorable/ unfavorable thermal situation, and both HQfrequent and less favorable/ unfavorable thermal 

conditions (iii). 
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Abstract 

 
The challenge 

In recent years, urbanization has been rapidly accelerating, particularly in Low- and Middle- 

income countries (LMICs). Cities are rapidly transforming in order to provide housing, infrastructure and 

services for an increasing number of urban dwellers. The urban population growth and the 

consequent intensification of urbanization, has led to the proliferation of the so-called ‘slums’ or 

‘deprived urban areas’ (DUAs). In Sub-Saharan African cities, current estimates place the number of 

DUA inhabitants at just over 50% and in absolute terms, over 238 million people. DUA dwellers, 

reside in settlements that often lack fundamental amenities, such as electricity, clean water, 

sanitation, adequate housing materials, access to healthcare and educational opportunities as well as 

open recreational areas. In addition, DUA communities are more vulnerable than any other 

urbanized urban area to climate change adaptation. They tend to suffer most from extreme weather 

events, such as floods and heat variations, as they are located in risk areas and the materials and 

morphology pattern do not facilitate their resilience.  Furthermore, in order to quantify the 

vulnerability of DUAs to extreme temperatures, it is vital to estimate their exposure (i.e. the 

population living in them). This has been extremely challenging as census data in several regions of 

LMICs are outdated, or heavily under sampled in DUAs, producing severely underestimated 

measurements. One way to monitor the vulnerability in DUAs and mitigate these bottlenecks, is 

through the use of remote sensing techniques, coupled with machine learning methods. In this 

research, our overall objective is to explore the potential of remote sensing, survey data and 

machine learning to better understand the vulnerability of DUA residents to extreme temperature 

variations in data resource-limited settings in sub-Saharan Africa cities. 

 

Methodology 

As proof of concept, we investigate 4 cities, Khartoum (Sudan), Nairobi and Kisumu (Kenya) and 

Ouagadougou (Burkina Faso). We start with deriving RS-based land surface temperature (LST) from 

MODIS and Landsat. Following, we perform a temporal analysis to identify LST trends in DUAs and 

non-DUA neighbourhood in the cities and identify potential cold/hot spots. We retrieve DUAs from 

publicly available databases, which include spatial information on their extent and location.  To 

identify the exposed population in the DUAs, we use both, existing products (such as WorldPoP) and 

survey data carried out by community-dwellers. Following the reliability of the reference data, we 

develop deep learning models to mitigate the census dependency as they are bottom-up methods. 
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The deep learning models will make use of publicly available satellite imagery (such as Sentinel-2) 

and datasets such as Google’s and Microsoft’s building footprint products. 

 

 

Results 

The results are presented in a gridded format (i.e., 100m spatial resolution) and focus on i) 

investigating the hypothesised differences in temperature extremes between DUAs and non-DUAs in 

the four cities, and ii) comparing the population modelling approaches (bottom-up and top-down) to 

retrieve the exposed population. The example of Nairobi (Kenya) Figure 1 and Table 1 show a 

moderate positive and significant correlation between the location of the DUAs and the highest LST. 

The results indicate that more deprived grid cells have higher LST temperatures.  Similar positive 

associations are demonstrated between DUAs population density and LST. The percentage of grid 

cells with a deprivation probability of more than 75% makes up only 10% of all grid cells in Nairobi. 

However, more than 70% of the population in Nairobi lives in these areas. On average, the most 

deprived quartile has a 3-degree Celsius higher temperature, as compared to the least deprived 

quartile. 

 

Outlook for the future 

This work aims to provide tangible evidence, highlighting the climate vulnerability of DUAs in a 

rigorous manner.  We hope that this will work will pave the road for formalized vulnerability 

frameworks for the most vulnerable communities, addressing the needs of the citizens of the 

countries of the Global South and meaningfully contribute to the monitoring of the Sustainable 

Development Goals and evidence-based decision making. 
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Figure 1: top panel) Land surface temperature (LST) deprived of Modis annual average, 

bottom panel) model of deprivation probability based on EO data (S1/2) for Nairobi, Kenya.  

 

Table 1: Correlation between LST, Deprivation probability, Built-up density and Population density in 

Nairobi, Kenya. 

 



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 119  
 
 

 

  



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 120  
 
 

Comparative Study of Urban Heat and 

its Vulnerability in Nashville and 

Portland, USA 

 

 EARSeL Bucharest 2023 

Abstract 

Sunhui Sim:  

ssim@una.edu 

Sunhui Sim1 

 

1 University of North Alabama, Department of Geoscience, USA 

 

Keywords: Social Vulnerability to Heat, NDVI, surface temperature, Spatial Autocorrelation, Landsat 

OLI/TIRS  

Abstract   

This Extreme heat is one major weather hazard accounting for nearly 8000 heat-related deaths since 

1979 in the US. Measurement of the Urban Heat Island (UHI) effect has been captured using basic 

temperate loggers as well as satellite imagery such as NOAA AVHRR, Landsat Thematic Mapper, and 

MODIS. When satellite imagery is utilized, it is analysed using an index such as Normalized Difference 

Vegetation Index (NDVI), Difference Vegetation Index (DVI), Enhanced Vegetation Index (EVI) and 

Perpendicular Vegetation Index (PVI), all of which have been used in studies across the globe. Spatial 

pattern of UHI has been studied in physical geography and remote sensing. Spatial Interaction between 

the geographic locations of social vulnerability to heat is important to understand urban heat 

environment. Some studies showed that there is the relationship between heat-related death and social 

variables including socioeconomic status and neighbourhood characteristics.  

The primary goal of this research is to examine the variation of heat vulnerability in Nashville and 

Portland, USA. The socio-economic vulnerability to heat is an index of socioeconomic status, household 

composition, land surface temperature (LST), and normalized differential vegetation index (NDVI). We 

then performed a case study of the socio-economic vulnerability to heat in Portland and Nashville on 

three research objectives: deriving NDVI and land surface temperature, building socio-economic 

vulnerability index of heat, and characterizing the patterns of heat vulnerability. Land surface 

temperature and NDVI were derived from the red, NIR and thermal infrared (TIR) of a Landsat OLI/TIRS 

images collected on August of 2020. The study built a composite heat vulnerability index from these four 

measures (LST, NDVI, socioeconomic status and household condition). LST and NDVI were summarized by 

US census track. Social, economic and household variables were downloaded from Agency for Toxic 

Substances and Disease Registry – the social vulnerability index (SVI) in 2018. The socioeconomic variables 

include poverty, unemployment rate, income, and education levels. Household composition includes 

percentage of people older than 65 and people younger than 16, civilian with a disability and single-

parent households.  Raw vulnerability measures for each tract were normalized against the entire study 

area. Then, four normalized measure scores for each tract varied from 0 to 1, with higher magnitudes 

indicating more vulnerability. Lastly, global spatial autocorrelation was examined to characterize spatial 

pattern of heat vulnerability. 

The study found that heat vulnerability is highly clustered spatially, resulting in “hot spots” and “cool 

spots”. The results show significant health disparities. The hotspots of social vulnerability to heat occurred 

in neighbourhoods with lower socioeconomic status as measured by low education, low income and 

more poverty, greater proportion of elderly people and young children. The high temperature and low 

NDVI occurred in inner city and low temperature in outer city. The findings of this study are important for 
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identifying clusters of heat vulnerability and the relationships with social factors. These significant results 

provide a basis for heat intervention services. 
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Abstract  

The connection of Urban Green Spaces (UGS) to reduction of environmental pressure in densely 

populated urban areas is intensively studied. However, decision-making process in the context of 

planning and managing UGSs is still challenged by several factors, such as definition and typology of 

UGSs. Existing Land Use and Land Cover (LULC) maps both on national and European level employs UGS 

typology that misclassifies small and heterogeneous UGSs into different LULC categories. This is mainly due 

to the minimum mapping unit of the LULC maps. Consequently, these data sources are not sufficient to 

depict actual green space status of urban areas.  

In this work, we look into a mostly misclassified UGS type: urban gardening areas. Typically, LULC maps 

assign gardening areas to “sport and leisure facilities” class. Yet, these areas store considerable amount 

of vegetation and substantially contribute to ecosystem services as well as human well-being. 

Identification of gardening areas is challenging due to their size and heterogeneity. Currently, existing 

methods to map similar areas heavily rely on very high-resolution satellite images and Deep Learning 

techniques. Deep Learning models implement semantic segmentation as a part of their classification 

procedure. Yet, it is nearly impossible to extract human understandable semantic information that is 

characteristic to the classified green space type. Therefore, in this work, we perform a semantics driven 

urban garden identification workflow in Augsburg, Germany. We take into consideration the following 

semantic information: in urban areas, gardens are low-rise areas; they accommodate garden huts that 

are limited in size; they are covered with narrow and unpaved paths; and are usually close to railroads or 

riversides. We perform analysis using very high-resolution aerial imagery (20cm), a digital surface model 

(DSM, 40cm) as well as a digital elevation model (DEM, 1m).  

As a first step, we calculate the normalised digital surface model (NDSM). NDSM is a derivative elevation 

product, calculated by subtracting DEM values from DSM, thus indicating the above ground height of 

objects. We test several height thresholds and establish that the height of three meters adequately masks 

out buildings (that are higher than garden huts) and other high objects while separating gardening areas 

from the remaining scene. Furthermore, we implement geo object based image analysis (OBIA) using 

aerial imagery as well as NDSM layer as input. This way we can distinguish between similar looking objects, 

e.g. roofs and roads.  Segmentation is an obligatory step in OBIA, which creates super pixels/objects by 

combining raster cells with similar reflectance values as well as other characteristics (e.g. shape 

descriptors). As a segmentation method, we utilize the Segment Mean Shift algorithm in ArcGIS Pro. By 

adjusting spatial and spectral detail as well as minimum segment size, we achieve very well separated 
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surface objects. Subsequently, using Random Forest classification method, we assign objects to LU classes 

such as roads, vegetation, buildings. We further make distinction between unpaved narrow paths and 

paved wider roads. As the spectral resolution of aerial imagery is limited and does not differentiate these 

two classes, we calculate width of road/path objects using minimum enclosing bounding boxes. The 

combination of narrow path and lower height areas limits the scene to only urban gardens and thus 

eliminates the need to add proximity to railroads and rivers parameters. Finally, we calculate the area of 

vegetation coverage in the identified gardening plots.  

We conclude that semantics derived classification proves to be suitable to precisely identify and map 

gardening areas. However, it is time intensive and requires manual adjustment at every step in the 

workflow. Furthermore, due to the nature of gardening areas, very high-resolution imagery is a must 

criterion, which is usually not free of charge. High-resolution orthophotos, due to their limited spectral 

resolution, remain incapable to precisely separate between similar spectras in urban areas. In future work 

we will focus on refining the semantic characteristics of UGSs and derive rules from them that can be used 

for rule-based classification of UGSs.   

 

 

 

 

 

  

 

Figure 1. Excerpt of the aerial imagery (left) segmented imagery (middle) as well as the classified green 

space imagery (right) of a sample urban gardening area. 
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Abstract 
The importance of small urban green areas has increased in the context of rapid urbanization and 

densification of the urban tissue. The analysis of these areas through remote sensing has been limited 

due to the low spatial resolution of freely available satellite images. We propose a timeseries analysis 

on 3 m resolution Planet images, using GEOBIA and vegetation indices, with the aim of extracting 

and assessing the quality of small urban green areas in two different climatic and biogeographical 

regions – temperate (Bucharest, Romania) and mediterranean (Athens, Greece). Our results have 

shown high accuracy (over 91%) regarding the extraction of small urban green areas in both 

cities, across all analysed images. The timeseries analysis showed consistency in location for around 

55% of the identified surfaces throughout the entire period. The vegetation indices registered higher 

values in the temperate region, due to the vegetation characteristics and the planning of the two 

cities. For the same reasons, the increase in vegetation density and quality, as a result of the distance 

from the city centre and the decrease in the density of built-up areas is more obvious in Athens. 

The proposed method provides valuable insights in the distribution and quality of small urban 

green areas at city level and can represent the ground basis for many analyses, currently limited by 

poor spatial resolution. 

 

 

 Figure 1.   Workflow of the research 
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Abstract 
Urban transport is a pressing issue in Romania, with a greater number of vehicles leading 

to congestion and traffic-related problems such as pollution, time-wasting and the need to 

prevent accidents. In response, traffic optimization programs have been implemented, but their 

effectiveness remains limited. However, traffic monitoring cameras can be an effective solution, 

because their positioning and orientation at a fixed point facing the roadway can collect and 

retrieve the real positions of traffic participants. 

To address this challenge, innovative solutions are being sought using deep learning technology 

to increase road traffic flow and reduce congestion in large cities such as Bucharest and Oradea. 

One such technology is YOLO (You Only Look Once), which can analyse traffic events in real 

time by detecting and recognizing elements in video or still images. Object detection is a technique 

used to identify and locate objects in an image or video. Image localization is the process of 

identifying the correct location of one or more objects using bounding boxes, which correspond 

to the rectangular shapes around the objects. Sometimes the two processes are confused with 

image classification or image recognition, which aims to predict the class of an image or an object 

within an image into one of the categories or classes. This process, known as one-step detection, 

provides two crucial benefits: speed of processing and accuracy of the final product, by using 

intelligent optimization algorithms that then enable the possibility of a forecast of the state of the 

traffic and the formulation of solutions to the problems encountered. 

By extracting valuable information from the environment, such as the number of pollutants 

emitted into the atmosphere at each video surveillance intersection, YOLO can help optimize traffic 

flow and reduce the negative impact of traffic congestion on the environment and public health. The 

positioning of the area of interest is the key in maximizing the effectiveness of this technology, 

especially in high traffic areas such as the central area of Oradea and the surrounding intersections. 

In the drawn area of interest, there are 38 traffic monitoring cameras that provide constant data 

regarding the road activity in their visual field. Thus, over 300 cars and pedestrians pass through the 

central area daily under normal traffic conditions. At the same time, the intersections are crossed 

by more than 200 cars and pedestrians, on normal traffic days. Approximately 35% of the city's 

traffic is concentrated in the 3 major intersections of the city, and approximately 43% of the traffic is 

concentrated in the central area, which in both cases also involves the emission of a large number of 

suspension gases that leaves its mark both on air quality but also on the health of the population living 

in the central area or in the neighbourhood. 

Overall, deep learning technology such as YOLO provides an effective solution to the challenge 

of urban transportation by enabling pre-computed and applied traffic mitigation programs and 

strategies to optimally control traffic conditions. Due to continuous research and development 

in terms of processing speed, which refers to the low duration of the time of processing, detection 

accuracy, which refers to the accuracy of object recognition, the much better generalization that is 

made suitable for the domains where it detects brings an important contribution and the fact that it is 

an open-source service, which means that all programmers can contribute to the development of this 
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technology voluntarily. These technologies can ultimately lead to more efficient and sustainable urban 

transport systems, benefiting both the environment and the public. 

 

 

Figure 1. On the left side is an example of a map of the area of interest with the positioning of the traffic control 

cameras in Oradea. On the right side is an analysis of the number of cars that pass through the sights of those 

cameras on a normal day. 
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Abstract 
The primary objective of the presented work was to acquire and assess the spectroradiometric quality 

of airborne hyperspectral imagery from the WaterSAT Imaging Spectrometer Enhanced (WISE) sensor. 

The WISE sensor was developed for monitoring aquatic environments. This on-going study is part of 

the “Hyperspectral assessment of marine algae and their importance for blue-carbon sequestration 

using the WaterSat Imaging Spectrometer Enhanced (WISE): Algae-WISE project”, led by the Université 

du Québec à Rimouski (UQAR). The project's long-term goal is to demonstrate the potential of 

hyperspectral imagery for the detection and quantification of the three types of marine algal biomass 

that are the foundation of the marine ecosystem productivity and vitality: phytoplankton, submerged 

macro-algae and floating algae. 

The WISE instrument is a prototype Visible and Near Infrared (360 - 980 nm) airborne hyperspectral system 

designed for the Canadian Space Agency in preparation for the development of a satellite sensor system 

focused on the study of coastal and inland waters. The instrument, based upon the heritage of the 

Compact Airborne Spectrographic Imager (CASI-1500) sensor, incorporates a novel spectrometer and 

fore-optics designed to enhance sensitivity to low signal levels, particularly those encountered in the blue 

wavelength region. Data was recorded using a 144 channels configuration and a 32 ms integration time. 

The airborne campaign was planned in coordination with multiple in-situ terrestrial and aquatic 

measurements required for the development and validation of higher-level data products. 

In total 11 flight lines were acquired covering the southwestern coastal area of Anticosti Island, Québec, 

Canada, on July 5th, 2022. The recorded sensor altitude was 3054 ± 180 m MSL with a ground speed of 

45 ± 2.5 m/s yielding a ground resampled spatial resolution of approximately 1.5 m in both the along 

and cross-track directions. Calibration targets were not deployed within the WISE imagery acquired 

on Anticosti Island. In its place, WISE imagery of the National Research Council (NRC)’s cal/val site in 

Ottawa, Ontario, Canada, was acquired the day prior with near-coincidental SVC HR-1024i field 

spectroscopy measurements (340 nm – 2522 nm wavelength range) of four targets (i.e., black tarp, 

asphalt, concrete, and grey tarp). For validation purposes, UQAR acquired field measurements of 

typical ground targets in Port Menier, Anticosti Island, using an SVC HR-512i spectrometer measuring 

the 339 nm – 1074 nm wavelength range. 

An assessment of the surface reflectance (SR) spectra generated from the WISE imagery following 

atmospheric correction was performed. Significant errors were found across all wavelengths with low 

signal strength necessitating the application of an in-flight radiometric calibration (IFRC) correction. 

Application of a traditional linear IFRC, based upon the black tarp and concrete calibration targets, was 

found to produce anticipated results in agreement with the field measurements for moderate levels 

targets (i.e., black tarp around 4% through concrete levels at 30 – 40 %). Dark targets (i.e., most aquatic 

targets), however, resulted in the generations of negative reflectance levels, while higher level targets 

(i.e., grey tarp around 50%) were found to be several percent higher than anticipated. When the field 

spectrometer data of all four calibration targets was applied to the production of the IFRC correction, a 

single, second order polynomial curve was found to fit the various data points. Application of this IFRC 
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curve to the original imagery prior to atmospheric correction resulted in SR spectra that was found to be 

closely aligned with the validation spectra over the entire wavelength range at all signal levels. When 

compared with the ground spectra of the validation targets taken in Port Menier, absolute differences in 

SR were on average between 1.2% (grass) and 2.8% (mixed vegetation) with observed discrepancies of 

up to 7.7% for the water and vegetation spectra (Figure 1). Given the differences in the surface 

composition of the average field spectra with that contributing to the compared airborne hyperspectral 

image pixel, these results are considered to be more than reasonable. The paving stone surface (Figure 

1c) composition represents the most homogenous of the targets making it the most suitable for direct 

comparison. The application of IFRC, based upon NRC calibration targets, provided a refinement to the 

original spectroradiometric calibration. This was necessary to generate at-sensor radiance and 

reflectance for surface targets with anticipated spectral shapes and intensity levels. 

 

Figure 1. Comparison in average (µ) ± standard deviation (σ) surface reflectance of validation points for (a) grass, 

(b) mixed vegetation, (c) paving stone, and (d) mix of water and vegetation between WISE imagery and field 

spectra, and their respective absolute differences. Spectral averages are based on 13 samples for the field 

measurements and on 25 pixels for the WISE imagery. Airborne imagery data acquired off the north shoreline of Port 

Menier, Anticosti Island, Québec, Canada. Imagery is displayed in the inset colour infrared images (R: 860 nm, G: 650 

nm, B: 550 nm). 
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Abstract 

 
As energy transition becomes increasingly urgent, remote sensing technologies can contribute by 

delivering maps of sustainable energy sources. One example of such source are volcanic geothermal 

systems. Energy from geothermal systems can be produced constantly, regardless of weather 

conditions, and some countries like Kenya already make use of this advantage, by producing a large 

proportion of their energy demands from geothermal resources. Using space-borne thermal imagery 

allows automated mapping of terrains suitable for energy production from geothermal systems, by 

detecting thermal anomalies associated with presence of a geothermal system. 

Detection of geothermal anomalies is a challenging task, because such anomalies are only slightly 

warmer than their surroundings, and typically rather small. Additional difficulty lies in thermal properties 

of surfaces, which are being warmed-up by solar radiation. It is therefore advantageous to use 

nighttime thermal imagery, but early in the night the surfaces are still cooling down which can falsify 

detections. It would by optimal to use pre-dawn imagery only, because the contrast between 

geothermal anomalies and their surroundings should be the highest in that moment. However, most 

available sensors image the areas of interest shortly after sunset. 

The launch of ECOSTRESS sensor in 2018 provided new opportunities for global geothermal system 

exploration from space. ECOSTRESS has a precessing orbit of International Space Station, where it 

is installed, so data can be acquired at different times of day and night for the same location. 

Thus, ECOSTRESS can acquire imagery pre-dawn, which opens promising opportunities for global 

mapping of geothermal anomalies. 

ECOSTRESS uses three spectral bands to create Land Surface Temperature and Emissivity datasets, 

which are provided in spatial resolution of 70 m. Its high spatial resolution provides additional 

advantage in using ECOSTRESS data for preliminary exploration of geothermal systems. 

In our research, we decided to test the feasibility of using pre-dawn ECOSTRESS data for detection of 

geothermal surface temperature anomalies. The study was conducted in Olkaria region, Kenya, which 

is administered by KenGen, a company owning geothermal power plants in this area. We compared 

the results obtained from nighttime imagery (all the acquisition times) to the results obtained from pre- 

dawn imagery only. We validated both results against auxiliary data which was produced during field 

work conducted in March 2022. Thus, detection overall accuracy, producer’s- and user’s accuracy, as 

well as omission and commission error could be calculated. 

The main differences between pre-dawn and all-night imagery lays in edges of the anomalies. The 

geothermally active areas receive heat from solar radiation as well as from the geothermal motor, but 

the edges of the anomalies seem to cool down during the night. The true size of anomalies is, therefore, 
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visible much more clearly in the pre-dawn imagery. Another interesting result is visible in several locations 

classified as commission errors in all-night imagery. These areas do not appear as detections in the pre-

dawn imagery. These places are areas with a lot of bare rocks, which possibly warm up significantly over 

the daytime and require long time to cool down due to higher heat capacity and thermal inertia.  

 

 The presented results prove that using pre-dawn imagery for geothermal anomaly detection 

delivers more accurate results than the imagery from different times of day and night. ECOSTRESS pre-

dawn imagery prove potential for global mapping of geothermal anomalies and thus contributing to 

energy transition. 

 

 

Figure 1.   Comparison between geothermal anomalies detected in nighttime imagery and in pre-dawn 

imagery only. 
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Abstract 

The Copernicus Sentinel-2 mission provides data since the launch of the Sentinle-2A unit in 2015. With 

the launch of the Sentinel-2B in 2017 it is a constellation of two polar orbiting satellite units. Both Sentinel- 

2A and Sentinel-2B are equipped with an optical imaging sensor MSI (Multi-Spectral Instrument) which 

acquires high spatial resolution optical data products. The Sentinel-2 mission serves for observation 

of land-cover change and deriving biophysical variables related to agriculture and forestry, 

monitors coastal and inland waters and is useful for risk and disaster mapping. 

Atmospheric correction processor Sen2Cor was developed to remove the effect of the atmosphere 

from Sentinel-2 data. Sen2Cor is designed for mono-temporal processing of Sentinel-2 L1C data 

products providing Level-2A Bottom-of-Atmosphere (BOA) surface reflectance product together with 

Aerosol Optical Thickness (AOT), Integrated Water Vapour (WV) and Scene Classification (SCL) maps. 

Since June 2017, ESA uses Sen2Cor for systematic, operational Level-2A processing of Sentinel-

2 acquisitions. Products are available on the Copernicus Open Access Hub. However, several 

evolutions of Sen2Cor and L2A-products since 2017 resulted in a quite inhomogeneous time series. 

Therefore, ESA started a reprocessing campaign of the complete Sentinel-2 data archive. The resulting 

Collection-1 of Sentinel data archive provides a real homogeneous time series based on the recent 

Sen2Cor processor version. 

The presentation provides initial validation results for AOT, WV and (BOA) surface reflectance retrieval 

together with quality assessment of cloud screening. Accuracy and uncertainty of AOT and WV retrieval 

is assessed with reference measurements from AERONET stations. BOA reflectance retrieval can be 

estimated on a limited number of reference data only from RadCalNet-sites and in-situ campaigns. 

Reference data for cloud screening are generated by manual labelling of test images. 
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Figure 1.   Example of uncertainty of WV retrieval with Sen2cor per WV bin 
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Abstract  

Woody crops such as vineyards traditionally occupy large areas in arid and semi-arid agricultural 

regions, and other such as almond and pistachio orchards are proliferating very fast. The shortage of 

water resources and the low rainfall during the crop growing season under these conditions, makes it 

necessary to conduct efficient use of irrigation water in order to improve the sustainability of these crops. 

Land Surface Temperature (LST) is a valuable source of information for estimating water stress and actual 

evapotranspiration (ETa) in crops. For this reason, temporal series of LST with fine spatial and temporal 

resolution are essential in agricultural applications, water resources management or irrigation scheduling. 

These requirements cannot be fully satisfied by the currently operational TIR satellite sensors since the 

revisit time is too poor or the spatial resolution is too coarse. Disaggregation techniques offer a solution to 

this lack of high-resolution satellite Thermal InfraRed (TIR) data and can bridge the gap until operational 

TIR missions accomplishing spatio-temporal requirements are available. In this work, we adopt a 

downscaling method that has already shown good results in previous research, and integrate the 

necessary adjustments to be applied to the tandem Sentinel-2 (S2)/Sentinel-3 (S3). Maps of Land Surface 

Temperature (LST) with 10-m spatial resolution are obtained as output from the synergy S2-S3 images. 

An assessment experiment was conducted in an agricultural area located in the Barrax test site, Spain 

(39º 03’ 35’’ N, 2º 06’ W), for the summers of 2018-2019. Ground measurements of LST transects collocated 

with overpasses of the Sea and Land Surface Temperature Radiometer (SLSTR) on board Sentinel-3 were 

used for a ground validation of the disaggregation approach. A dataset of more than 70 points from 15 

different dates were available, covering a variety of croplands and surface conditions, and including 20 

samples in vineyard and almond trees. Despite the large range of temperatures registered (295-330 K), 

an average RMSE of ±2.7K and a negligible systematic deviation were obtained for the full ground 

dataset. Focusing on the woody crops, good agreement was also observed between modelled and 

observed LST with a similar RMSE of ±2.7K, and a slight overestimation of 0.6 K. 

A cross-validation of the LST products was also conducted using an additional set of Landsat-8/TIRS 

images. Using a land use classification map and focusing on almond orchards, both drip-irrigated and 

rainfed plots, an average estimation error of ±3.0 K was obtained, with no appreciable differences 

between both water regimens. These results are promising for rainfed, but also drip-irrigated, woody crops 

such as almonds or pistachio orchards, since S3-S2 disaggregated LST can help in increasing the 
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frequency of daily ETa estimates through surface energy balance modeling in these crops. However, some 

limitations associated with extreme LST, or irrigated fields using sprinklers, claim the necessity to explore 

the implementation of soil moisture or vegetation indices more sensitive to soil water content as inputs in 

the disaggregation approach for a better performance in highly vegetated fields, particularly in small 

plots.  

 

 

 

Figure 21. Disaggregated LST (S&G_10m), together with the original S3_1000m and L8_30m products. Differences 

between disaggregated LST and L8 LST product are also included. This example corresponds to a subset of 5x5 km2 

covering our study site, and date 07/17/2018.   
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Abstract 

There is growing concern over the sustainability of savannahs. Increases in the woody cover at the 

expense of grasslands have been reported globally. The cause and dynamics of this process remain 

unclear, with CO2 enrichment, increased nitrogen deposition, altered fire regimes and grazing pressure 

all suggested as causative agents. Such alterations of savannah composition can have a major impact 

on rangeland productivity and biodiversity, the livelihoods of millions of African pastoralists, and often 

lead to severe poverty and famine of in rural communities. Monitoring woody savannah vegetation is, 

therefore, essential for identifying areas where land degradation mitigation measures are a priority. 

For large sections of sub-Saharan Africa, there are considerable methodological challenges that limit the 

choice of methods for monitoring the fraction of woody vegetation. For example, southern Africa suffers 

from a scarce Landsat archive for the 1980s and 1990s, which poses a real obstacle for historic dense time 

series analysis. In such areas, vegetation trajectories derived from multi-date imagery with regular or even 

irregular observation intervals spanning two years or more have instead been used. Such multi-year 

intervals can indeed limit the level of temporal detail in which land cover trajectories can be captured; 

however, this is more of a hurdle for monitoring fast-growing biomes, such as the wet tropics, than 

drylands. Moreover, spectral variability metrics (e.g., min, max, percentiles) that capture the temporal 

variation of surface reflectance can be employed as they have the potential to distinguish spectrally 

similar land cover classes in heterogeneous landscapes, such as savannahs. 

To date, mapping and monitoring the extent of large-scale woody encroachment over South Africa 

remains unresolved. The overarching aim of our study was to develop and test a methodological 

framework for the assessment of the spatiotemporal distribution of the fraction of woody vegetation in a 

South African savannah region: the Northwest Province (~105,000km2). We employed Google Earth 

Engine to calculate dry-season (June-September) spectral variability metrics of Landsat imagery 

spanning more than three decades. We also used aerial imagery and a combination of shallow and 

deep learning models in order to map the fraction of savannah woody vegetation and assess the 

evolution of the fractional woody cover through time using a combination of a linear trend analysis and 

the BFAST break detection algorithm. The most recent estimates of fractional woody vegetation cover in 

the Northwest Province (2022) range from 0% to 87%, with the vast majority (80%) being less than 30%. The 

lowest woody cover values can be seen in the Molopo region in the west (Figure 1: areas “a” and “b”) 

and in the more intensively managed central and eastern agricultural regions, while the highest values 

are mostly found in the northeast of the Province (Figure 1, areas “c” and “d”). Our time series analysis 

results showed a widespread increasing trend in woody vegetation throughout the Province, with many 

areas demonstrating a doubling in their fractional cover over the last three decades. Our results can be 
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used for identifying hot-spots where woody suppression measures should be prioritised and assist in the 

regional efforts for controlling this process which is causing significant hardship in the local pastoralist and 

farming communities.  

 

Figure 22.  Fractional woody cover for Northwest Province, South Africa, for the dry season of 2022 
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Abstract 
Optical 3D measurement techniques have reached enormous market potential due to the wide spread 

use of unmanned aerial vehicles (UAV), 3D city mapping and the increasing use of classical 

photogrammetric applications. With the influence of machine learning, new terms for photogrammetry 

came such as pose determination for sensor orientation. The geometric characteristic of sensor 

orientation is now also known as aleatoric and epistemic uncertainty, where aleatoric corresponds 

to the random part treated by least squares adjustment, while the epistemic part (lack of 

knowledge) corresponds to the determination of systematic errors. 

The required camera calibration today often is expressed by the Brown-Conrady parameters, 

introduced in 1971, which are almost identical to the Australis parameters. The development of self 

calibration is ignored by several newer bundle block adjustment programs such as Agisoft Metashape 

or Australis. The camera geometry is influenced by the flight conditions, especially changing 

temperature and the lack of flatness of the digital sensor. This requires self calibration in addition 

to camera calibration information that comes with the camera. Also, the set of additional 

parameters used must be able to express the difference of the perspective model (collinearity 

equation) and the real camera geometry. The Brown-parameters have some limitations, they use the 

following terms: k1, k2, k3 and k4 for the radial symmetric distortion corresponding to r³, r5, r7 and r9 

with r being the radial distance from the principal point; p1, p2 as decentering distortion (tangential 

distortion); and b1 and b2 for affinity and angular affinity in addition to principal point location and 

the focal length. The Brown and Australis parameters do not respect the correlations between the 

unknowns. The radial symmetric k2 and k3 usually correlate higher than 0.998 and the correlation 

between k3 and k4 is listed as 1.000. Such high correlations are close to a linear dependency and this 

must be avoided. Unlike Metashape, Australis does not include the useless k4. In addition, the 

classical k1 up to k3 do not have a zero crossing, which has a direct influence on the focal length. 

In both sets, b1 and b2 affect only the x’ image coordinates and not with equal effect 50% for 

the x’- and 50% with opposite sign the y’- coordinate. This causes a direct correlation to the 

projection centres X0 and Y0. Not all all systematic image errors can be determined with these 

additional parameters (Figure 1d). The not covered systematic image errors can be determined 

by superimposing all image points in an image and averaging over 15 x 15 sub-areas in this case. 

Reliable determination is possible with 401 000 image points. In this case, a standard UAV-camera 

was used. The UAV-cameras do not have the geometric quality of the mid- and large-format 

photogrammetric cameras, which explains the non-negligible remaining systematic image errors with 

a size of up to 5.4 pixels. 

The given calibration, expressed by Australis-parameters, as usual also for large format cameras, which 

has to be corrected by self-calibration, leading to the corrections shown in Figure 1c). The given 

calibration is dominated by the radial symmetric component (Figure 1B). The radial symmetric distortion 

could also be reduced linear line from the centre to an adjusting line, which would also reduce the 

distortion from 84µm at the largest radial distance to around 30 µm with a correction of the focal length 

also to around 30µm. In general, a proper handling of the systematic image errors in this case improved 

the results of the block adjustment up to 10 pixels. 

 

Self-calibration still an 
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Abstract  

Traditional orchards comprised of extensively cultivated fruit trees and meadows are hotspots of 

biodiversity in Central Europe, providing a habitat for more than 5,000 different plant and animal species. 

Meadow orchards contribute to soil and ground water conservation by forgoing the use of pesticides 

and are important areas for local recreation and tourism, therefore providing a wide range of ecosystem 

services. However, in the second half of the 20th century, many orchards were cleared due to policy 

changes and low economic profitability. Despite recent efforts of nature conservation initiatives, orchard 

areas are still declining, quantitatively as well as qualitatively concerning vitality and maintenance 

condition of stands. In order to preserve the remaining orchards, comprehensive data on the current 

number, spatial distribution and state of trees is needed for directed measures of pruning untended trees 

and replacing dying individuals. 

The feasibility of assessing the current state of orchards using unmanned aerial vehicles (UAVs) was 

tested near Bad Schönborn in southwestern Germany. Images were taken with a high-resolution RGB 

camera and additional red-edge and near-infrared channels were added from a WorldView-3 scene. 

Selected test areas comprising a total of approx. 40 ha were flown at a height of 30 m above ground 

three to four times during the vegetation period. Subsequently, the complete, ca. 500 ha large area was 

flown at a height of 80 m above ground. The resulting orthomosaics and digital elevation models had a 

spatial resolution in the sub-centimeter range and of several centimeters, respectively. A total of 4,995 

fruit trees were detected by segmentation of the digital elevation model. Using the size of the trees, the 

normalized difference vegetation index (NDVI) and texture measures applied to each spectral band in 

combination with ground-truthing data, a model was created to determine the tree species, vitality and 

maintenance condition of the fruit trees based on the UAV images. 

The majority of all classified trees was apple trees (68 %, figure 1.) followed by pear (16 %) and walnut 

(5 %). While almost all trees were classified to have a high vitality (99 %), only 28 % were considered well 

maintained. 53 % were found to have a low and 19 % an urgent need for maintenance measures. This 

reflects on the discrepancy between a vital plant and an agriculturally used plant where pruning is 

required to improve yields. The overall accuracies of the classifications rage between 56 % and 85 % 

which indicates a need to improve the workflow, by adjusting acquisition time of the UAV imagery. 

The classifications results were implemented in an interactive web-based map (Web-GIS) to inform 

decision makers and the local public but also to foster an adoption program. Through this Web-GIS owners 

of fruit trees can find people who are interested in taking care of their trees in exchange for the yields. 
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This will help to maintain the meadow orchards in Bad Schönborn and can be used as a model for other 

regions which struggle to preserve and improve this cultural landscape. 

 

Figure 23. Classification results of tree species (a) the trees’ vitality (b) and their care needs (c) and the 

location and extent of the areas mapped for training and validation 
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Abstract  

High resolution remote sensing/Earth Observation (EO) provide a routine monitoring of coastal areas 

at the global scale, thus delivering a big amount of data. The aerial monitoring, refining the data in the 

definite vulnerable areas, it has now become one of the main instruments in support of the satellite remote 

sensing applicability, with the help of drones in specific monitoring activities for the shoreline in lagoon/low 

lands, but also in cliffs areas.   

The work presents the technologies used to develop a rapid platform that can use high resolution UAV 

data, including data extraction and fusion, by comparing imagery products against high precision 

(D)GPS measurements collected in the field. In the present study, special software was used to process 

satellite images, such as ERDAS, and respectively digital mapping program, ArcGIS / ArcMap for vector 

data / GPS. The applicability of UAV monitoring in the field data collection methods depends on their 

effectiveness in different situations, in the context of climate change, related to the influence of the 

normal or exceptional coastal and/or deltaic hydrological regime over the Romanian coastal system. 

The results show different types analysis of the field data that are complementarity with remote sensing 

data which are provided by several EO services, including IKONOS, Deimos and Pleiades satellites. 

The obtained results support coastal management implementations issues related to specific setbacks 

delineation in areas of the natural cliffs and arranged beaches, in the Romanian southern shore unit, but 

also rapid assessment of shore vulnerability in the northern part of the Romanian coast, respectively the 

marine lagoons associated with the Danube Delta. 

 
Figure 24. Shore sector of 2Mai - cliff apex/foot position 
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Abstract  

The global climate system has been negatively affected by the increasing concentration of 

greenhouse gasses (GHGs) in the atmosphere. This is considered a significant risk to human 

beings and other life forms, as it disrupts the natural balance of ecosystems. To mitigate the 

adverse effects of climate change, forests are being recognized as a sustainable solution that 

can help reduce CO2 emissions and enhance carbon sinks. Trees absorb carbon dioxide from 

the atmosphere through photosynthesis and store it in their biomass. However, estimating the 

biomass of forest stands using traditional methods, which require intensive field inventory and 

data analysis, can be costly and time-intensive and may have limited applicability in less 

accessible stands. 

Remote sensing techniques have emerged as an efficient and economical way to monitor 

above-ground biomass. These techniques typically focus on determining forest stand 

characteristics such as the number of trees per area, height, and the relationship between 

crown area and tree breast height diameter. At the same time, each factor is estimated with 

a degree of uncertainty. This study explores the relationship between tree groups' above-

ground biomass (AGB) and pixel statistics of overstory crown cover and height. To conduct our 

study, we measured the diameter at breast height (dbh), height (h), and precise coordinates 

of 177 trees in mature stands near the Brasov region covering an area of 3.6 ha. The forest stand 

is described as a group of even-aged Sessile Oak mature trees, with specific variations in dbh, 

height distribution, and crown cover of 70%. High-resolution images were collected from the 

study site using a precision RTK UAV with a Red Green Blue (RGB) band camera. We applied 

the same flight parameters to obtain a ground sample distance (GSD) of 10 cm/px for Vulcan 

location. A crown height model (CHM) was produced using a digital surface model (DSM) 

obtained from the collected UAV images and a digital terrain model (DTM) obtained from 

ground point measurements. In each forest stand, groups of trees were mapped using 

automated and manual tools based on the CHM. We assessed AGB for 51 groups of trees using 

multiple linear models and statistics of pixel values based on the CHM.  

The results of this study indicate a strong positive correlation between the above-ground 

biomass (AGB) of tree groups and various pixel statistics, including the number of pixels, mean 

pixel elevation, and maximum pixel elevation. A multilinear regression analysis was conducted 

on the tree groups, randomly divided into training and testing datasets to investigate this 

relationship further. The performance of the regression model was evaluated by computing the 
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root mean squared error (RMSE) and the coefficient of determination (r2) between predicted 

and observed AGB values. The analysis showed an average RMSE error of 2.2 m3 and a strong 

r2 value of 0.91, indicating that the model performed well predicting AGB for the test data. 

Overall, these findings suggest that pixel statistics derived from high-resolution imagery can be 

effectively used to estimate the AGB of tree groups. 

Our study provides new insights into the potential of remote sensing techniques to estimate 

above-ground biomass, which can help improve our understanding of forest carbon stocks 

and contribute to developing more effective forest management strategies. 

 

 

Figure 25.  (a) overview of the sessile oak study plot (Vulcan area); (b) stand structure of dbh, h and number 

of trees in a tree group (divided into three frequency classes); (c) crown height model of the studied area obtained 

between digital surface model and digital terrain model; (d) scatterplot of the observed and predicted volume 

represented by a linear model equation, where number of pixels is the independent variable. 
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Abstract 

Forest fires have increased in occurrence and intensity in Romania since the year 2000 due to increasing 

periods of droughts, changes in land ownership and human practices like agricultural burnings. In order 

to determine the main factors that influence forest fires occurrence and map the hazard zones, we tested 

a parametric (Logistic Regression - LR) and a non-parametric method (Random Forest – RF). Ignition points 

for the 2006-2018 period were used as dependent variable to run and train the models. The points were 

used to generate a kernel density raster in the case of RF method while in the case of LR there were 

generated a number of 4220 presumably non-ignition points firstly by generating a 3 km buffer around 

the real ignition points and randomly placing 4220 points in the forested area where no forest fires had 

occurred. As independent variables were used 42 geo-spatial strata comprising topographic, anthropic 

and bio-climatic features. In case of the RF model the most important predictive variables were seasonal 

precipitation (coefficient of variation), NDVI - Normalized Differential Vegetation Index, distance from 

localities, maximum temperature of the warmest month and CLC 243 - proportion of agricultural land 

(from Corine Land Cover), altitude and precipitation in the driest month while LG model found as most 

important fire determinants topographical variables (altitude, slope, TRASP - topographical index for 

quantifying solar radiation), climatic variables (average temperature of the warmest quarter, 

precipitation of the driest month, precipitation of the coldest quarter, precipitation of the driest quarter), 

anthropogenic variables (livestock, population density, proportion of agricultural land, proportion of 

secondary pastures) or calculated according to the type of vegetation cover forest or scrubland (NDVI,  

proportion of shrub areas). The fire hazard maps were generated for a 5 scale classes (low, low-medium, 

medium, medium – high and high) and were validated against the fire incidents recorded by the Visible 

Infrared Imaging Radiometer Suite sensor. Both the LR and RF hazard map (Fig.1 ) showed that the most 

fire prone areas are in the South Western part of the country, in the Mehedinți and Gorj counties and 

mostly in the sub-Carpathian region, in hills and plains where the forest is fragmented and interspersed 

with agricultural lands or pastures and where practices of burning plant residues are frequent, the 

population density is high and the climate is dry. The large and compact forest massifs in the mountain 

areas are less prone to fires in normal conditions. The LR map gave however a higher risk hazard in the 

low lands in the South and East part of the country and the Danube corridor was placed in the maximum 

hazard class, which is rather debatable, given that this area is not generally affected by forest fires. We 

found that by using RF and LR methods may be obtained reliable forest fires hazards map which 

highlighted where forest fires are most likely to occur, while the LR method indicated a greater area with 

increased level of fire hazard than the RF method. In terms of the fire driving factors, we found less 

agreement between the two methods, different variables being chosen as relevant, but nevertheless it 
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revealed that the topographic, climatic and human related factors play a conjugate role in forest fire 

occurrence. 

  

 

 

Figure 26. (a) forest fires hazard map obtained through the LR method, (b) forest fires hazard map obtained 

through the RF method   
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Abstract 

Mitigating climate change is an unavoidable challenge for the coming years. Agriculture is an activity 

that presents a great opportunity to reduce the impacts of climate change, particularly through the 

implementation of agricultural practices that promote the sequestration of carbon in the soil. The 

implementation of crops such as oat, rye, phacelia, crimson clover, vetch seed, and/or niger between 

cash crops, aims to limit the disadvantages observed in periods of bare soil (e.g., risk of drainage and 

nitrate leaching) while offering a set of direct and indirect benefits (e.g., soil C storage, albedo effects, 

increase biodiversity, ...). In France, many farmers are implementing such practices, either voluntarily 

or in response to territorial regulations. In this context, the monitoring of cover crops requires the 

estimation of key vegetation descriptors in order to quantify their actual benefits. The project 

EASY4AG, developed as a partnership between EarthDaily Agro and CESBIO (Centre d'Etudes 

Spatiales de la Biosphère), aims to create a methodology for estimating the biomass of cover crops 

in France, using remotely sensed data and a ground-based observation network. More than 100 fields 

distributed over various agricultural regions in France are thus being monitored since the end of the 

crop summer season in 2022 (Fig. 1a). Data collected are sowing and destruction dates, percentage 

of each cover crop species, and measurements of biomass before destruction. To develop a robust 

and scalable methodology for estimating cover crops biomass over the whole country, it is first 

necessary to discriminate between the different main cropping practices. For doing so, it is important 

to derive the phenology of cover crops, and consequently properly determine the beginning and 

the end of the cover crops cycle, which is comprised between the emergence and destruction of the 

cover crops, as cover crops can be destroyed before the senescence. Dense optical satellite image 

time series have already been successfully used for identifying such phenological events in agriculture 

for main crops, and for classifying different cropping practices, but there´s still the need to develop a 

robust method focusing on cover crops. In this first assessment, we aim to investigate the possibility of 

using Sentinel-2 vegetation indices time series to determine the beginning and end of the cycle and 

to determine the optimal period for biomass estimation, which corresponds to the period of higher 

vegetative development. We selected 78 fields distributed representative of the different regions in 

France and analyzed the Normalized Difference Red Edge Index (NDREI). This index was derived 

from the Sentinel-2 images, obtained from Google Earth Engine (GEE), between June 2022 to the 

present, when the cover crops are starting to be destroyed. We used the QGIS Plugin GEE Time Series 
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Explorer to extract the time series, for the cloud and shadow masking. Pre-processing methods for 

interpolating and smoothing the time series were implemented, in order to correct for the 

residual noisy observations caused by cloud and shadow cover. Then, from the smoothed time series 

we tested two different simple approaches based on the detection of valleys and moving averages 

in the time series to estimate the emergence date (Fig. 1b). We compared the detected dates to the 

ground truth data as informed by the farmers to evaluate the results’ accuracy. The average difference 

between the ground truth dates and the detected dates was of 16 days. Although the results are 

promising, some outliers were observed. Those outliers occurred mainly when there were overlaps within 

the crop calendar, with a full cycle of cash crops still observed while cover crops starts, and when frost 

events happened, leading to false valleys in the time series. Additional results will also be presented 

regarding the detection of the date of destruction, a practice that is currently underway in the 

monitored plots. 

 

Figure 1. (a) Distribution of the monitored fields in France (Europe Albers Equal Area Conic Projection, ESRI: 102013) 

and (b) examples of NDREI time series with the detected emergence dates and the ground thruth dates of both 

sowing and destruction of the cover crops. 
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Abstract 

Understanding the effects of climate, climate change, and different management techniques on crop 

production requires information of crop phenology. There has never been a greater opportunity to 

provide such information thanks to the data base of optical and SAR satellite data that are available 

today. However, the current state of research largely lacks comprehensively validated methods that 

make use of these data base to provide highly detailed crop phenology information at the field level that 

directly relates to phenological phases that can be described from a biological perspective. Here, we 

suggest a method using dense satellite image time series acquired by Sentinel-1 (S1), Sentinel-2 (S2), and 

Landsat 8 (L8) to identify the beginning of winter wheat's main phenological stages from seeding to 

harvest. This approach extends the widely used concept of Land Surface Phenology (LSP) where general 

descriptors of the vegetation phenology such as the start and end of the growing season are targeted. 

From the satellite data, we derived raw band measurements for S2 & L8 and γ0 backscatter coefficient 

for S1. In addition, we calculated the Enhanced Vegetation Index (EVI) and backscatter cross-ratio 

(VH/VV) as input features. We further complemented the remote sensing imagery with daily precipitation 

measurements from a national precipitation radar network and mean temperature measurements from 

weather stations from the German Weather Service (DWD). From these input data, we formed several 

input feature sets and assessed their suitability to train a one-dimensional temporal U-Net, that we 

developed inspired by phenology-like problems in medical applications. We used an extensive reference 

data set consisting of 16,000 field observations from a national phenology monitoring network in Germany 

between 2017 and 2020 that we related to winter wheat fields derived from a German-wide crop type 

map to evaluate our method and assess the model performance. 

Our findings demonstrate that optical and SAR data differ in their suitability for the detection of the 

different phenological stages due to the specific sensor characteristics. While SAR data performed better 

for detecting the earlier stages from seeding to heading, optical data is superior for later stages like milk 

ripeness and harvest. However, combining data from both sensor types has shown that our model is able 

to synergize their complementary information and improve the overall model performance. The input 

feature set based on optical and SAR data showed the best predictions with 50.1% to 65.5% of all 
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phenological stages derived with less than 6 days of absolute error. Especially late stages like harvest were 

well predicted with a coefficient of determination (R2) between 0.51 and 0.62. Early stages like stem 

elongation still showed difficulties (R2 between 0.06 and 0.28). Adding meteorological data to the input 

feature set did not improve the model performance, suggesting that small-scale phenological 

developments in winter wheat can only be partially explained by meteorological data of the used 

resolution. 

In conclusion, our findings show the potential of dense EO satellite time series from the Sentinel and 

Landsat missions combined with the high versatility of deep learning models to leverage the synergies of 

optical and SAR data and derive phenological information. 

 

Figure 27.  Predicted entry dates for the different phenological stages for a winter wheat field with a 

selection of optical and SAR-based input features. Dashed vertical lines show the prediction, segments in the 

background give the reference date including a buffer of 6 days. 
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Abstract  

Early identification of potential problems such as nutrient deficiencies, pest infestation, heterogeneity 

and yield loss of the crop fields is essential for a crop field management. Crop monitoring is the systematic 

way of observation, measurement and analysis of the crop growth management and development, 

which is most important for the farmers to make future agricultural strategic decision. Biomass and green 

leaf area are important biophysical indicators for crop growth monitoring. Accurate, area wide and 

frequent estimation of these parameters may be helpful for decision making on improved fertilizer 

application and management of the diseases and weeds. However, conventional approaches such as 

ground surveys are time consuming and limited to field scale. On the other hand, optical remote sensing 

is often affected by cloud cover and available only during day time. These limitations are overcome by 

using Synthetic Aperture Radar (SAR), which can provide images independent from day light and 

weather conditions at large scales. Moreover, SAR data is already successful and common in monitoring 

crops due to its sensitivity to crop parameters. Open and freely available Sentinel-1 SAR data are used 

here. Two test sites at Demmin for 2021 and 2022 and at Braunschweig for 2022 in Germany were selected 

as study area. Figure 1a represents time series of Dual Pol Radar Vegetation Index (DpRVI) curves over 

the mean Elementary Sampling Units of the two fields in 2022 along with the mean LAI measurement 

values. 

The data for the analysis involves the Ground Range Detected (GRD) and the Single Look Complex 

(SLC) products of Sentinel-1, from which backscatter coefficients 𝛾0 (VV polarisation and VH polarisation), 

backscatter coefficient ratio (𝛾𝑉𝐻
0 /𝛾𝑉𝑉

0 ), Dual Pol Radar Vegetation Index (DpRVI) were calculated. 

Additionally, the soil water Index (SWI) from Copernicus Global Land Service is deployed in this study as 

soil moisture, tend to have great influence on LAI and biomass. SWI was obtained from the fusion of 

Surface Soil Moisture (SSM) observations from Sentinel-1 C-band and Metop ASCAT satellite sensors. The 

temporal profile of extracted SAR parameters were compared with crop parameters at various growth 

stages for analysing the phenology of winter wheat crop. For deriving the target crop parameters, 

machine learning techniques such as Partial Least Square regression (PLSR), Support Vector Regression 

(SVR) and Random Forest (RF) were applied. Therefore, we split the in-situ data by 5-fold of 20 times with 

the different randomization in each repetition based on repeated K-fold cross validation method. As a 

result, 80% of data points were used for training the model and 20% for validating the model. Here, we 

used indicators such as Root Mean Square Error (RMSE) and coefficient of determination (𝑅2) for 

evaluating the model performance.  
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       Among all extracted parameters, 𝛾𝑉𝑉
0  was found to have significant influence on LAI and biomass in 

all models. Soil moisture ranks second in the variable importance with high importance in SVR and RF 

models.  Considering the model outputs, the 𝑅2 values of PLSR (0.466), SVR (0.666) and RF (0.757) and the 

RMSE values of PLSR (1.255), SVR (0.992) and RF (0.845), indicate that RF model outperforms other models 

for retrieving crop parameters of winter wheat crops. Figure 1b represents scatter plot of predicted LAI 

versus observed LAI by Random Forest model. Single fields reach more than 0.9 𝑅2 value with the 

backscatter coefficient 𝛾𝑉𝑉
0  for the most prominent model. The results of the predicted model as well as 

the accuracy of the other aforementioned regression models are presented.  

 
Figure 28. (a) Time series of Dual Pol Radar Vegetation Index curves over the mean Elementary Sampling    

Units of the two fields in 2022 (b) Scatter plot of predicted versus observed LAI by Random Forest 

model  

 

  



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 151  
 
 

Monitoring irrigated areas by applying 

Convolutional Neural Networks to 

Sentinel-2 and meteorological time 

series 

 EARSeL Bucharest 2023 

Abstract 

Corresponding Author:  

alejandro.simon@uclm.es  

 

 

 

Alejandro-Martín Simón-Sánchez1, José González-Piqueras1, Luis de la Ossa2, Juan Manuel 

Sánchez1  

1Remote Sensing and GIS Group, Regional Development Institute, University of Castilla-La Mancha, 

Campus Universitario s/n, 02071 Albacete, Spain 
2Computing Systems Department, University of Castilla-La Mancha, Campus Universitario s/n, 02071 

Albacete, Spain 

Keywords: deep learning, remote sensing, land use classification, sentinel, time series 

Abstract  

Water usage is an essential aspect of our daily lives, and it encompasses direct use in households, 

recreation or industry, although agriculture is the major consumer of this precious resource. Water 

management becomes critical in arid and semiarid areas, where the driven increase in crop yields, and 

then food production, competes with the necessity for a sustainable use of both surface and 

groundwater resources. The sustainable management of water resources is a crucial challenge faced by 

policymakers at all levels, from local to international, due to its enormous social, environmental, and 

economic impacts. This requires the development and implementation of innovative strategies that 

promote water conservation, its efficient use, and sustainable agricultural practices, such as the control 

and declaration of water abstractions that minimize the environmental impact of agricultural activities.  

Land use classification plays a key role in these actions by providing information on land cover and 

the types of human activity involved in land use. Nevertheless, gathering information on the crops 

harvested and their management has a high cost when it requires fieldwork. Remote sensing observation 

becomes an attractive solution at this point. Earth observation satellites provide high-resolution imagery 

of land use patterns, crop growth, and water use that can help to identify areas of high water demand 

and areas under risk of water scarcity. Satellite imagery can be also used to monitor the implementation 

of sustainable agricultural practices and identify areas where interventions are needed to promote water 

conservation or a more efficient use. The real-time information provided by the combination of remote 

sensing data with other innovative technologies such as precision irrigation, soil moisture sensors, and 

water accounting systems, can help farmers and policymakers to manage water resources in a 

sustainable way.  

Multispectral sequential data from satellites provide information about crop behaviour and growth 

patterns. Traditionally, experts on the field have calculated Normalized Difference Vegetation Index 

(NDVI) from it due to its reduced complexity on the interpretation and processing. Combining this 

information with meteorological inputs allows to derive models for a more detailed monitoring of the 

water use in agriculture.  

In this study, we introduce a methodology to obtain land use classification (LUC) maps by applying 

Machine Learning to sequences of multispectral reflectance Sentinel-2 images, soil characteristics and 

time-series of meteorological data. Some existing models process data at a pixel level, generating LUC 

successfully with a reduced number of images. Part of the pixel information corresponds to multispectral 

temporal patterns within the multispectral reflectance series that, despite not being especially complex, 

might remain undetected by models such as random forests or multilayer perceptrons. Thus, we propose 
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to arrange this pixel information as 2D yearly fingerprints to render such patterns explicit and make use of 

a convolutional neural network (CNN) to model and capture them. The preliminary results (sample in 

Figure 1) in the semiarid agricultural area of Albacete, south-eastern Spain, show that our proposal 

reaches a 97% global accuracy in discerning irrigated, non-irrigated and bare soil fields compared to our 

rules-based expert system that achieved an 88% global accuracy. We can conclude this is a promising 

operational tool to automate monitoring water use over large areas.  

 

 

Figure 29. Map of land use classification per irrigation management for the year 2018 (top). RGB false colour 

composition from Sentinel-2 image corresponding to 27/03/2018 in Albacete-Spain (bottom). *Coordinates in 

EPSG:4326.  
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Abstract 
Air pollution is a big treat to human health and ecosystems, it is crucial to monitor the levels 

of pollutant emissions and how they affect forest ecosystem. The Life MODERn NEC project has 

been created thanks to the directive “NEC” (National Emission Ceiling, 2016/2284) of the European 

Union. The objective of the project is to monitor the emissions of atmospheric pollutants and to assess 

the impact on water and terrestrial ecosystems. Monitoring of terrestrial ecosystems (namely forests) 

is carried out on 31 Italian permanent Level II plots (intensive monitoring) belonging to the ICP Forests 

(International Co-operative Programme on Assessment and Monitoring of Air Pollution Effects on 

Forests) and 6 of these sites are surveyed periodically by the Life MODERn NEC project. 

Phenological metrics (PM) are very important parameters to determine the forest health status and 

to identify changes induced by pollutants and climatic fluctuations. But monitoring vegetation 

phenology with field surveys can be time and manpower consuming because the operator must visit 

the sites several times during the year to collect data. The use of remote sensing technologies could 

reduce the effort involved in field measurements and the synergy between remote and field data 

could increase the accuracy of the metrics. In this work, all the Italian Level II plots (31) were analysed 

with earth observation data. We exploited time series of Copernicus Sentinel-2 (S2) multi-spectral 

satellite images to estimate PM of the forest stands in the investigated sites. 

The S2 constellations provide multi-spectral images with high spatial resolution (decametric) and 

short revisit time (up to 5 days with the two satellite constellation) which is very important to identify 

occurrence of the phenological stages like leaf green-up and senescence. We perform our analysis 

by generating time series of spectral indices (SI) from S2 imagery for the period 2016-2022. Since sites 

are distributed at national level, downloading and processing all S2 tiles, 28 tiles for the 7 years 

investigated period, to extract SI time series could be quite a resource-intensive process. To reduce 

processing time, SI were extracted from S2 images in Google Earth Engine (GEE) by selecting the 

coordinates of the central point of the forest area. 

Methods to identify the PM (leaf green-up, maturity, senescence, and tree dormancy for deciduos 

species, corresponding to the absence of leaves in the canopies in the winter months) are based on 

a double sigmoid function that was fitted to the time series of the daily interpolated SI. From the 

sigmoid, the metrics were calculated identifying the inflection points using the derivatives of 

the curve. Processing has been done using the R package “sen2rts” (Ranghetti, 2012). This package 

takes as input S2 time series, it consider the noise that could be present in the time series, then fits a 

double logistic curve and extracts metrics. In the data preparation phase, the pixels under cloud or 

shadow condition have been removed based on quality layer of the S2 Level 2A product, and 

then the smoothing parameter must be regulated based on the considered SI and the annual 

oscillation. 
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The first SI we tested was the Normalized Difference Vegetation Index (NDVI) which is widely 

recognized as a suitable indicators of the vegetative annual cycle of plants. Thanks to the red and near 

infrared bands, it is possible to track the photosynthetic activity of trees, which can be translated into 

their vegetative activity. This is more evident for deciduous broadleaved species, that are characterized 

by a clear intra-annual seasonality of NDVI. Instead, the seasonal cycles of evergreen species might be 

more problematic to identify. These species retain their leaves for more than one year and their 

photosynthetic activity is continuous during the year, so different SI have been explored to identify their 

phenology. 

The result of this work is a dataset of PM (expressed as Day of the Year) for the analysed forest sites, 

it has been validated with available database and/or photointerpretation. The estimated metrics and 

their change through the years, could be used to evaluate the difference in the annual cycle of the 

forest stands eventually attributable to pollutants or other environmental factors. The tested 

methodology and tools could be exploited to expand to the Italian Level I sites (extensive survey) of the 

ICP Forest programme. The Level I sites are more than 250, thus this remote sensing-based approach 

could allow an affordable and fast way to monitor a large number of sites through time. 

The processing time and memory usage on local machines are limited thanks to the download of 

NDVI time series from GEE, however, the double logistic fitting steps is still quite demanding, for this 

reason we foresee the full implementation of the process chain in GEE, to make feasible processing of 

a large number of points/sites thanks to cloud computing resources. 

 

 

Figure 1.  The output of the sen2rts tool for one of the sites analysed. Grey line shows the 

NDVI over time and coloured vertical lines the estimated dates for the phenological metrics. The black vertical line 

and the yellow band at the base identify the vegetative phases of the site. 
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Abstract 
The sustainable utilization of natural resources ensures their perpetual existence. However, their 

continued uncontrolled use, coupled with population, economic and social pressures, places the very 

existence of these natural resources at risk. The lack of cost-effective, near-real-time monitoring tools 

and methods continues to hamper the management of these natural resources. The objective of 

this study, therefore, was to develop a low-cost and effective GIS- based telemetric water quality 

monitoring system for the Muringato basin in Nyeri county, Kenya. This would complement the 

already existing environmental monitoring efforts. The parameters considered were pH, Electrical 

Conductivity and Turbidity. A temperature sensor was included to be used as a secondary measure 

to check for any changes that would suggest the introduction of substances of varying temperatures 

to the water. A Long-Range telemetry Module was also included for real-time transmission of the data. 

A schematic was then designed and etched into a copper board to produce the printed circuit board 

(PCB). The identified electrical components were then soldered, tested, and calibrated. The system was 

then deployed along the river profile (figure 1, a) and set to collect data at five minutes intervals. From 

the results, the pH ranged between 2.85 and 11.35 while the electrical conductivity ranged 

between 0.10 and 0.47. The turbidity on the other hand ranged between 10 and 3000 NTUs. The 

temperature ranged between 18.10 and 21.50. The pH, EC, turbidity, and temperature sensors data was 

validated using laboratory-based techniques. The findings of the correlation study showed that pH and 

temperature had a high positive correlation of 0.81 and 0.92 respectively whereas EC and turbidity had 

a low positive correlation of 0.67 and 0.65 respectively (figure 1, b). Additionally, the results showed 

that the low-cost sensors were advantageous in terms of acquiring all the data sets at a single epoch 

and in real time. The performance of the low-cost sensors demonstrated that they were a reliable and 

cost-effective way of obtaining water quality data in real-time. Due to the high-power consumption by 

the sensors, power management proved to be a significant challenge. The incorporation of an 
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intelligent power management system into the prototype in order to cut back on any unnecessary 

downtime was recommended. In addition, on the basis of the various parameter ranges, regular 

monitoring of river's water quality was recommended, as it was of concern. 

 

Figure 1.   (a)The Deployed Prototype for telemetry acquisition of water quality datasets, and (b) The 

validation results of pH, EC, Temperature, and Turbidity. 
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Weed control is critical in agriculture since weeds compete with croplands for nutrients, water, and light, 

resulting in lower crop yields and quality. Uncontrolled weeds can also harbour pests and diseases that 

can infect crops and cause further damage. Furthermore, some weeds are toxic to livestock and can 

endanger grazing animals. Effective weed management practices are required to maintain healthy and 

productive agricultural land. This includes a combination of cultural, mechanical, and chemical methods 

for weed control and prevention. The field of agriculture is a prime candidate for being revolutionized by 

computer vision. The use of cameras that are installed on unmanned aerial vehicles (UAVs) may provide 

a precise view of the fields, and object recognition that is powered by deep neural networks (DNNs) can 

assist us in better comprehending the condition of the field. However, in order to fully exploit the 

capabilities of computer vision, the processing must first take place directly on the UAVs themselves. This 

would make it possible for UAVs to provide information, which could then be utilized for location-specific 

actioning that takes place in real-time. For instance, a UAV may identify weeds, which could then be 

eradicated instantly by a robot operating on the ground. In agriculture, on-board data processing for 

real-time weed detection using Edge AI can improve weed control efficiency and accuracy. Edge AI is 

the use of AI algorithms on network edge devices to enable real-time data processing and decision-

making without relying on a remote server. The use of Edge AI in weed detection entails taking images of 

crops and weeds, processing them on the device to detect the presence of weeds, and making a real-

time decision on the appropriate action to take. Edge AI for weed detection can reduce reliance on 

manual labour, increase overall productivity, and reduce the use of harmful chemicals in weed control. 

In regard to the same, a workflow is outlined, and also some preliminary results are presented. The on-

board processing is carried out with the help of state-of-the-art astrionics, i.e., hardware accelerators. This 

work is carried out as part of the AgriAdapt, which project focuses on mitigation strategies that preserve 

or enhance farm competitiveness, address other environmental issues, and improve farm resilience to 

climate change, and Ai4agri, which is a digital innovation hub that assists farmers and farm advisors in 

enhancing sustainable farming practises through the use of on-farm advanced technologies and farm 

management software. 
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Abstract 

 
Nitrogen is an important macronutrient of biomass because it plays an important role in metabolic 

processes, protein production, amino acid synthesis, enzymes, hormones and is a component of 

chlorophyll. The assessment of its deficiencies in maize crops is the subject of scientific research. The article 

presents the results of measurements in controlled laboratory conditions of remote sensing indices of 

maize cultivated in fertilization variants of 0 - 150 kg N/ha.  

In our experiment, we used controlled laboratory conditions, avoiding uncertainties resulting from uneven 

illumination of seedlings, varying conditions resulting from access to water, soil type variability, etc. In such 

conditions, the separation of indicators measured by the sensor by differentiating soil fertilization allowed 

to associate NDVI and NDRE with a specific fertilization variant. The Pearson's correlation coefficient 

between NDVI and NDRE was +0.984. The exception was the fertilization range of 125 - 150 kg N/ha. The 

NDVI index reached its maximum already for the fertilization level of 125 kg N/ha (NDVI = 0.685), while the 

NDRE index, after increasing to 0.493 - 0.496 for the fertilization level of 100 - 125 kg N/ha, increased again 

for the fertilization level of 150 kg N/ha up to +0.596. This result shows that for the correct estimation of the 

lack of fertilization in the range of up to 50 kg N/ha, measurements of both indicators are required. For 

deficiencies up to 25 kg N/ha, the decisive value is the NDRE indicator, for deficiencies 25-50 kg N/ha, the 

NDVI value is decisive, for deficiencies above 50 kg N/ha, the indications of both indicators reflect this 

deficiency. The obtained result allows for the development of a preliminary version of the matrix of precise 

fertilizer dosing by a field robot. 
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Figure 1. Average values of NDVI and NDRE indicators with standard deviations for individual classes of 

fertilization: G – soil, 0 – 0 kg/ha, A – 50 kg/ha, B – 100 kg/ha, C – 125 kg/ha, D – 150 kg/ha. 

 

 

 

Figure 2.   Crop Circle sensor raw data for pots with fertilization of 150 kg N/ha. Fragments of data 

corresponding to individual maize seedlings are marked with black frames. The interpretation of the fertilization class 

for individual measurements was marked with a letter above the measurement, the interpretation of the fertilization 

class for the entire seedling was marked with a letter above the entire data fragment. The letters correspond to the 

group names in figure 1. 
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Abstract 

Grasslands play important roles worldwide, providing many ecosystem services while being the main 

source of feed for livestock. In northern Europe, grasslands have great importance for dairy and meat 

production, predominantly as leys, a system where forages are typically harvested 3 to 4 times per year, 

in rotation with crops. The amount produced and the nutritive value of these forages are of crucial 

importance for farmers and, consequently, directly impact the economic strategies of the food industry. 

This means that appropriate ley management demands precise information on the quantity and quality 

of the forage. This is usually done by time-consuming and spatially non-comprehensive solutions such as 

field walks (for biomass estimation) or laboratory analysis (for nutritive value). Modelling solutions based 

on ecophysiological knowledge can also be used. In Sweden, the Vallprognos tool (vallprognos.se) uses 

a temperature-based approach to spatially estimate the start of growth and dynamics of nutritive traits 

of ley fields across Sweden. Forecast values are supported each year by field data collection on 

agricultural fields across the country, and samples are sent to laboratories for analysis. This method is 

usable for all harvests; however it is seldom used for later harvests, because the results for later harvests 

are not as generalizable. Since 2019, the coordinates of monitored fields started to be recorded, making 

it possible to link field measurements with remote sensing data. Indeed, satellite remote sensing is widely 

used to monitor vegetation in general and could be a complement to Vallprognos to assess the nutritive 

value of grasslands over large areas at low cost. We aim to estimate the forage quality of leys in Sweden 

using Sentinel-2 datasets and multivariate regression models using the dataset collected by the 

Vallprognos project. Ley samples were collected in 50 farm fields located across Sweden from 2019 to 

2021(Figure 1). On five spots, blindly chosen on a diagonal across each field, forage samples were 

collected from an area of 0.25 m2 by cutting to a stubble height of 8 cm, and field coordinates recorded. 

Representative samples were weighed and sent to laboratories where they were dried and the forage 

quality determined by NIRS. Bottom of atmosphere (BOA) reflectance Sentinel-2 images were selected 

to cover the growing season (approximately from April to October), and further filtered for clouds and 

shadows using the Google Earth Engine (GEE) platform. For each field, the averaged spectral signature 

was extracted according to the location of the samples from the cloud- and shadow-free image that 

was nearest in time to the field sampling date. We plan to use the reflectance of each Sentinel-2 band 

along with selected vegetation indices (VIs) as explanatory variables for multivariate regressions models, 

including machine learning algorithms. The models will be built to estimate nutritive value of the samples, 

including crude protein and fibre concentrations, and digestibility. Results will be discussed in the context 

of a transfer toward (i) an operational system as a complement to Vallprognos and (ii) to a larger 

geographical extent. We expect these results to provide useful information to monitor forage quality 

utilizing ready-to-use and open-source optical satellite images. 
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Figure 30.   Locations of the collected ley samples 
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Abstract 
Grasslands account for about one third of the EU's utilised agricultural area. They provide several 

services such as wildlife habitat, carbon sequestration, water storage and food production. Identifying 

mowing frequency contributes to defining grassland use intensity and its subsequent impacts on fodder 

production and the environment. Moreover, considering the current CAP objectives, the European 

Commission requires its member states to set up an operational monitoring of agricultural activities 

on their territory. One of these applications is the mowing detection on grasslands. Our research 

is embedded in this context and leverages Sentinel-1 (S1) and -2 (S2) data. Indeed, most of the time, 

both satellites offer sufficient space-time resolution compared to parcels size and mowing frequency. 

Our objective is to develop an algorithm meeting the CAP monitoring constraints for the Walloon Paying 

Agency. More specifically, the mowing detection method should be efficient over several years without 

any recalibration for a new season. Moreover, it has to limit the number of incorrect mowing detections. 

The second objective is to evaluate the relevance of S1 data compared to S2 data in this context. 

This study is located in Wallonia, the southern part of Belgium. There are almost 175,000 grasslands, 

covering 375,000 ha, with an average of 2 ha on a slightly undulating landscape. Mowing is a common 

agricultural practice encountered between April 1st and September 30th in the Walloon grasslands. 

It may be observed more than once a year on the same parcel. 

Our datasets include NDVI (from S2) and 12-days coherence (from S1) time series computed at the 

parcel level from March 1st to October 30th 2021 and 2022. NDVI tends to sharply fall when a mowing 

event occurs, while coherence shows an increase a few days later. Another dataset is made of ground 

truth observations on more than 2,500 parcels. It includes grasslands where a mowing event has been 

observed (one event per year per parcel), as well as grasslands where no mowing happened during 

a long known period. The mowing events collection is used to evaluate the correct detection rate 

(an example is shown for a single parcel on Figure 1 (a)). The unmown grasslands are the reference 

to assess the false detection rate (Figure 1 (b) represents an example for a single parcel). Those 

2,500 observations were collected during the 2021 and 2022 seasons. To assess the robustness of the 

model over years, it is calibrated and validated respectively on the 2021 and 2022 datasets. 

The method based on S2 data uses several conditions on the NDVI time series to trigger a mowing 

detection on a given parcel at a given time. These conditions take the form of thresholds applied 

on the value of NDVI at the given time, the value of NDVI at the previous time, the slope between 

those values and finally, the NDVI of all permanent grasslands at that time. The S1 detection is based 

on two criteria only: the value of 12-days coherence for a parcel at a given time and its slope with the 

previous value of the same polarization. 

The validation process for NDVI claims adequate results. Indeed, it presents a low number of incorrect 
detections (3 %) while allowing to correctly identify at least one mowing in around 60 % of all the mown 
grasslands during the season. Furthermore, the method seems robust from one year to another as it 
achieves roughly the same performance in 2021. On the other hand, the coherence-based method 
yields worse results already during calibration: a higher false detection rate (12 %) for only a few true 
detections (10 %). Also, the performances on the validation dataset are quite different, which makes 
the model unreliable across years. 
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In conclusion, using S2 NDVI data, it is possible to calibrate a mowing detection algorithm for one year 

and apply it to another year. The number of incorrect detections stays low while allowing for a useful 

number of correct detections. In contrast, the 12-days coherence gives many false detections and was 

not robust from one year to another, which is inadequate to the CAP operational context. 

Further studies could be carried out on the sub-parcel management and on the impact of 

the grassland size. In connection with this, we wish to explore the potential of working at the pixel 

level to detect partial mowing and the potential of Planet Fusion to benefit from its better spatial 

resolution. 

 
Figure 1.   (a) A mowing event correctly identified by the NDVI method (up) but not by the coherence one 

(bottom). (b) Unmown grassland profile with a wrong detection from the coherence method. 
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Abstract 

 
Hedges play an important role in agricultural landscapes and support various ecosystem functions 

and services. They affect microclimate as well as fluxes of nutrients, carbon and water, they stabilize soils 

and can reduce erosion and flooding. Furthermore, they have a positive effect on biodiversity. Hedges 

are an important feature in the agricultural landscape for both flora and fauna, but are often missing in 

intensively used landscapes.  They further constitute important habitats, e.g. for birds, insects, amphibians 

and reptiles.  In addition, linear, near-natural hedge structures also fulfil biotope network functions by 

providing important links for animals to migrate, disperse and forage between habitats. Several European 

countries have explicitly included hedgerow protection into their Good Agricultural and Environmental 

Conditions (GAEC) standards programs that acknowledge the importance of hedges and promote their 

preservation. Additionally, hedgerows play an important role in the EU 2020 Biodiversity Strategy as well 

as in the Natura 2000 program, both of which aim to promote habitat connectivity across landscapes. 

In Germany, the monitoring of biotopes is organized at the level of Federal Environmental Agencies. In 

our study region, the German Federal State of Bavaria, hedges are mapped on a regular basis in the 

context of the biotope mapping by the Landesamt für Umwelt (LfU). The current practise is to map hedges 

during in-situ campaigns. This time and resource consuming approach is repeated only every 20-30 years 

for an individual district (Landkreis). Here, remote sensing offers the possibility to support and accelerate 

in-situ mapping and thus to increase regular updates. The Copernicus Land Monitoring Product Small 

Woody Features (SWF) is a pan-European dataset at 5 m spatial resolution. However, a detailed 

comparison of the SWF layer with the in-situ data of the LfU’s biotope mapping has shown general 

agreements but likewise revealed that it is not sufficient to fulfil the needs of biotope type mapping. 

This contribution presents a detailed study on mapping and characterizing hedges in Bavaria, southern 

Germany. For this, aerial imagery, a large database of in-situ reference data and a Convolutional Neural 

Network (CNN), as well as Sentinel-2 time series analyses were used. In recent years, deep learning has 

become an important tool in earth observation with CNNs being the most popular architecture for remote 

sensing applications. Here, aerial RGB images with 20 cm spatial resolution were used. The 18,297 images 

for the whole of Bavaria, were taken between April and September in 2019, 2020 and 2021. In the first 

phase of the presented study, we focused on 5 districts (Freyung-Grafenau, Miltenberg, Dillingen a. d. 

Donau, Weilheim-Schongau, and Hassberge). We trained and evaluated a DeepLabV3 architecture on 

340 aerial images and corresponding ground-truth masks derived from the biotope mapping in order to 

perform a semantic segmentation of hedgerows.  For the division of the images into a training and a test 
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set, a geographically stratified split was made, since this allows a more realistic assessment with regard to 

a Bavaria-wide application of the model. The results for the focus districts showed a general good 

agreement with the visible hedgerow structures in the aerial imagery, however, with a tendency to classify 

also other woody features as hedges. 

After the identification of the hedges, phenological information contained in Sentinel-2 time series was 

used for a further sub-differentiation of the landscape elements. For this purpose, NDVI time series were 

generated, smoothed using a Savitzky Golay filter, and phenological metrics such as start, end, length of 

season, and seasonal integral were extracted. Using these metrics, we conducted a clustering to identify 

different types of hedges.  

The second stage of the project currently focuses on the expansion of mapping the whole state of 

Bavaria. Such a spatially comprehensive product will be a support for the Bavarian LfU. Even though it 

might not replace biologists conducting on-site investigations, it has great potential to facilitate the 

campaign planning, speed up the mapping process and enable regular reporting on statistical metrics 

such as hedgerow loss rates, biotope connectivity and landscape heterogeneity. 

a) 

 

b) 

 

 

c) 

 

Figure 31.  (a) Hedgerow mapping results in the Bavarian district Freyung-Grafenau with b) & c) zoom-ins for 

a more detailed view of the results. The location of the zoom-ins is marked by black boxes in a). In-situ reference data 

of LfU is shown as red polygons, remote sensing mapping results are shown in yellow. 
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Abstract 
The current study is focused on assessing the spatial and temporal patterns of landslide volume 

displacements using a semiautomated method and Unmanned Aerial Vehicle (UAV) aerial imagery. 

The  case study  is  located in  the Livadea  village from  Teleajen Subcarpathians,  Curvature 

Subcarpathians, Romania, where a landslide was triggered on 3 May 2021. Teleajen Subcarpathians 

are a subunit of the Curvature Subcarpathians, a region characterised by a heterogeneous 

lithological constitution (clay - marl - sandy facies) and slopes with moderate declivity and rounded 

interfluves. These geological and geomorphological conditions favoured terrain modelling 

through slope processes, especially landslides and ravines. 

The Livadea landslide is oriented predominantly from south to north (850 m long and about 90 m wide), 

and is primarily rotational, located on an old landslide covered by dense forest vegetation. It spreads 

over an area of 75ha, an area with dense vegetation cover, and has a detachment scarp that 

stretches for about 80 m in length and between 10 to 15 m in height. Most of the slopes are affected 

by old landslides partially stabilised by the presence of forest vegetation. According to the 

local community, the last known landslides are from the 60s. Even though the landslides were not 

recorded in the last 60 years, their presence is easily seen on the old topographical maps. 

Mapping landslide volume gives a good insight into the landslide dynamics and magnitude and is one 

of the first steps in landslide hazard assessment. While landslide volume mapping is relatively 

straightforward when there is no vegetation, as in most cases of earthflows, in areas with a medium 

to dense vegetation cover, the landslide volume estimates are prone to high uncertainties. The 

task becomes more complicated when no LiDAR sensors are available. Thus, no accurate 

ground information can be retrieved from above when cameras from the visible spectrum are used. 

The main challenge arises from blocking the visible and near-infrared spectrum by vegetation. 

Knowing where vegetation is present and removing it is essential in mapping the landslide volume 

changes between sequentially UAV flights. In general, the volume of a pixel (voxel) is estimated by 

multiplying the area by its height. The current case study evaluated the volume of the earth moved 

between two stages of the landslide dynamics, as recorded by the UAV flights. The landslide 

volume displacement has been assessed by multiplying the difference in height between two DEMs 

(MDoD) with the area of one pixel. The changes in landslide surface and volume were assessed by 
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pairing two consecutive flights. Thus, three landslide volume changes were obtained. The maxim 

differences were evaluated by pairing the first and last flight. 

Four separate flights were flown on 6 May, 23 May, 25 May, and 10 July using DJI Phantom 4, Mavic 

2 Dual Enterprise and Phantom 4 RTK drones. Even though there is a difference in camera resolution, each 

flight plan was created to correspond to an approximately 4cm/pixel spatial resolution, meaning that 

the constant height above ground differed between the first two flights and the next ones. For the first 

flight, because the UAV equipped with the RTK receiver was not available, a graded consumer UAV 

fitted with a non-RTK receiver was used. A maximum overlap with the minor errors possible between all 

the flights was obtained by applying an orthorectification, using the Structure from Motion (SfM) 

technique, of the first, second and fourth flights with GCPs collected from the third flight. The results 

show volume displacement rates of 0.005 cubic meters/meter between the first and second flights and 

0.05 cubic meters/meter for the period between the second and third flights. The overall displaced 

volume was approximately 406000 cubic meters, roughly 41000 cubic meters between the first and 

second flights and approximately 365000 cubic meters between the second and third flights. This 

approach proved quick and efficient for assessing landslide volume displacement when fast response 

and measures are necessary to reduce landslide consequences. 

 

Figure 1. Landslide volume dynamics. From left to right: 6 May to 23 May; 25 May to 23 May; 10 July to 25 May; 10 

July to 6 May 

 

 

 

  



   
 

 

EARSeL Symposium 2023 – bucharest23.earsel.org – Abstract book – 168  
 
 

 

EO-PERSIST: A cloud-based remote 

sensing data system for promoting 

research and socioeconomic studies in 
arctic environments 

EARSeL Bucharest 2023 

Abstract 

George P. Petropoulos 

gpetropoulos@hua.gr 

 

George P. Petropoulos1, Vassilia Karathanassi2, Ionut Sandric3, Dimitris Sykas4, 

Marko Scholtze5, Łukasz Kubowicz6, Giuseppe Di Caprio7, Juha Lemmetyinen8, 

Massimiliano Chersich9, Manfred Krischke10, Spyridon E. Detsikas1 

1 Department of Geography, Harokopio University of Athens, El. Venizelou 70, Kallithea, 17671, 

Athens, Greece 
2 Remote Sensing Laboratory, School of Rural, Surveying and Geoinformatics Engineering, 

National Technical University of Athens, 9 Heroon Polytechniou St., Zographou, Athens, 157 80, 

Greece 
3 Faculty of Geography, University of Bucharest, Bd. N. Balcescu, 1, 010041 Bucharest, Romania 
4 CloudEO Hellas, 
5 Department of Physical Geography and Ecosystem Science, Lund University, Se-22362 Lund, Sweden 
6 Cloudferro Sp Z.O.O, 
7 PlanetGIS-SKY, 
8 Arctic Space Center, Finnish Meteorological Institute, P.O. Box 503, 00101 Helsinki, Finland 
9 YETITMOVES SRL, Via Ferrata 1, 27020, Pavia, Italy 
10 CloudEO AG, 

 
Keywords: Cloud computing, Big data, Cryosphere, permafrost, remote sensing, social economics 

 

Abstract 

In today’s changing climate it is of key importance to understand the adverse impacts of climate 

change to the local and regional Arctic natural environments, infrastructures and industries. To this end, 

Earth Observation (EO) is the way forward, as it is extremely challenging to obtain long-term continuous 

ground observations. Recent advances in EO sensors, cloud-computing, geographical information 

systems (GIS) and in the field of socioeconomics provide unique opportunities to promote research and 

socioeconomic studies in the Arctic. Yet, despite their plethora, EO data are provided in a dispersed 

and unconnected way through several web platforms and in diverse formats, making their use difficult. 

In this presentation we introduce EO-PERSIST, an EU-funded project under the MSCA Staff Exchanges 

scheme, providing a detailed overview of the research aims and objectives for its 4 years duration. 

EO- PERSIST proposes the development of a single cloud-based system that will allow in a unique 

way the availability of the collection, management and exploitation of the available EO data 

suitable to permafrost studies. The system leverages existing services, datasets and novel technologies 

to: a)create a continuously updated ecosystem with EO datasets suitable for permafrost studies, 

b)promote methodological advances in permafrost studies by exploiting the huge volume of EO 

datasets and c)provide indicators directly connected with socioeconomic effects to permafrost 

dynamics. Experimental analysis will also be carried with the system to showcase its use via five 

carefully selected and innovative Use Cases, that will serve as Key Performance Indicators of the system. 

EO-PERSIST brings together a strong inter-sectoral experienced research team of 5 academic and 

5 industrial partners, establishing a unique fertile collaborative research and innovation environment 

to promote pioneering research and socioeconomic studies implementation in the Arctic. 
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Abstract 
The research project, titled "Intelligent System for Detection and Monitoring of Mining Excavations 

Using Satellite and GIS Systems", aims to develop and test a prototype analytical platform that enables 

the implementation and integration of a wide range of spatial information sources. The target platform 

will process and analyze satellite radar, multispectral, and vector spatial data related to objects 

represented in both 2D and 3D space. 

The research objective is to develop algorithms for processing and analyzing satellite data 

to determine spectral indices for identifying areas where mining activities are taking place. The 

biggest challenge in identifying mining areas using multispectral imagery is the problem of over-

identification. Soils temporarily exposed as a result of agricultural activities and built-up areas are often 

misclassified as mining areas. To address this problem, we have proposed to use of reference 

spectral curves or machine learning classification methods. The research aimed to investigate 

different approaches to multispectral image classification to develop an optimal method for 

identifying and monitoring changes in open-cast mining areas that can be implemented in the system. 

Procedures and algorithms for processing and analyzing satellite data have been developed to 

determine indices that can be used to identify and locate areas where mining activities have 

occurred or are occurring. The indices have been calculated based on spectral characteristics that 

can clearly distinguish mined minerals from non-mined areas, such as agricultural land. Selected 

spectral characteristics of mining areas have been used to build spectral libraries, which will be 

used as training data for classification when extracting thematic information from satellite data. 

The research focused on testing different approaches to select the simplest, fastest, most 

repeatable, stable, and reliable algorithm. The processing of the satellite images was divided into two 

phases. In the first phase, the images were subjected to quality control and atmospheric correction. The 

second phase aimed to produce the best possible image product to identify potential illegal mining 

sites. Each phase concluded with the preparation of a set of algorithms to be implemented in the 

target MineSens system. 

The integrated multitemporal spatial database (including multispectral and radar images, UAV data, 

and reference data) enables the monitoring of large areas for selected periods. The developed 

solution, integrating a wide range of available spatial data (radar and multispectral satellite imagery, 

vector data), enables multi-criteria analysis for monitoring and identifying pits and open-pit mines. As a 

result of the research, the developed system solutions will enable the implementation of services for 

identifying illegally mined pits, managing mineral deposits, protecting against unauthorized use, and 

monitoring the intensity of open-pit mining activities.   

The proposed solution is primarily dedicated to local and national administrations and business entities 

for conducting specialized analyses in a uniform analytical environment, integrating all necessary and 

up-to-date data. 
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